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Introduction

In nature, areas of land and volumes of water contain assemblages
of different species, in different proportions and doing different
things. These communities of organisms have properties that 
are the sum of the properties of the individual denizens plus their
interactions. The interactions are what make the community
more than the sum of its parts. Just as it is a reasonable aim for
a physiologist to study the behavior of different sorts of cells and
tissues and then attempt to use a knowledge of their interactions
to explain the behavior of a whole organism, so ecologists may
use their knowledge of interactions between organisms in an
attempt to explain the behavior and structure of a whole com-
munity. Community ecology, then, is the study of patterns in the
structure and behavior of multispecies assemblages. Ecosystem
ecology, on the other hand, is concerned with the structure and
behavior of the same systems but with a focus on the flux of energy
and matter.

We consider first the nature of the community. Community
ecologists are interested in how groupings of species are dis-
tributed, and the ways these groupings can be influenced by both
abiotic and biotic environmental factors. In Chapter 16 we start
by explaining how the structure of communities can be measured
and described, before focusing on patterns in community struc-
ture in space, in time and finally in a more complex, but more
realistic spatiotemporal setting.

Communities, like all biological entities, require matter for 
their construction and energy for their activities. We examine 
the ways in which arrays of feeders and their food bind the
inhabitants of a community into a web of interacting elements,
through which energy (Chapter 17) and matter (Chapter 18) are
moved. This ecosystem approach involves primary producers,
decomposers and detritivores, a pool of dead organic matter, 

herbivores, carnivores and parasites plus the physicochemical
environment that provides living conditions and acts both as a
source and a sink for energy and matter. In Chapter 17, we deal
with large-scale patterns in primary productivity before turning
to the factors that limit productivity, and its fate, in terrestrial 
and aquatic settings. In Chapter 18, we consider the ways in which
the biota accumulates, transforms and moves matter between the
various components of the ecosystem.

In Chapter 19 we return to some key population interactions
dealt with earlier in the book, and consider the ways that com-
petition, predation and parasitism can shape communities. Then
in Chapter 20 we recognize that the influence of a particular 
species often ramifies beyond a particular competitor, prey or host
population, through the whole food web. The study of food webs
lies at the interface of community and ecosystem ecology and 
we focus both on the population dynamics of interacting species
in the community and on the consequences for ecosystem pro-
cesses such as productivity and nutrient flux.

In Chapter 21 we attempt an overall synthesis of the factors,
both abiotic and biotic, that determine species richness. Why 
the number of species varies from place to place, and from time
to time, are interesting questions in their own right as well as 
being questions of practical importance. We will see that a full
understanding of patterns in species richness has to draw on 
an understanding of all the ecological topics dealt with in earlier
chapters of the book.

Finally, in the last of our trilogy of chapters dealing with the
application of ecological theory, we consider in Chapter 22 the
application of theory related to succession, food web ecology,
ecosystem functioning and biodiversity. We conclude by recog-
nizing that the application of ecological theory never proceeds in
isolation – the sustainable use of natural resources requires that
we also incorporate economic and sociopolitical perspectives.

Part 3
Communities and

Ecosystems
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468 PART 3

To pursue an analogy we introduced earlier, the study of 
ecology at the community/ecosystem level is a little like making
a study of watches and clocks. A collection can be made and the
contents of each timepiece classified. We can recognize charac-
teristics that they have in common in the way they are constructed

and patterns in the way they behave. But to understand how 
they work, they must be taken to pieces, studied and put back
together again. We will have understood the nature of natural
communities when we know how to recreate those that we have,
often inadvertently, taken to pieces.

••
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16.1 Introduction

Physiological and behavioral ecologists are concerned primarily
with individual organisms. Coexisting individuals of a single
species possess characteristics – such as density, sex ratio, age-
class structure, rates of natality and immigration, mortality and
emigration – that are unique to populations. We explain the be-
havior of a population in terms of the behavior of the individuals
that comprise it. In their turn, activities at the population level
have consequences for the next level up – that of the community.
The community is an assemblage of species populations that occur
together in space and time. Community ecology seeks to under-
stand the manner in which groupings of species are distributed
in nature, and the ways these groupings can be influenced by their
abiotic environment (Part 1 of this textbook) and by interactions
among species populations (Part 2). One challenge for com-
munity ecologists is to discern and explain patterns arising from
this multitude of influences.

In very general terms, the species
that assemble to make up a com-
munity are determined by: (i) dispersal 
constraints; (ii) environmental con-

straints; and (iii) internal dynamics (Figure 16.1) (Belyea &
Lancaster, 1999). Ecologists search for rules of community

assembly, and we discuss these in 
this chapter and a number of others 
(particularly Chapters 19–21).

A community is composed of indi-
viduals and populations, and we can
identify and study straightforward 
collective properties, such as species
diversity and community biomass.
However, we have already seen that
organisms of the same and different
species interact with each other in 

processes of mutualism, parasitism, predation and competition.
The nature of the community is obviously more than just the 
sum of its constituent species. There are emergent properties that
appear when the community is the focus of attention, as there
are in other cases where we are concerned with the behavior 
of complex mixtures. A cake has emergent properties of texture
and flavor that are not apparent simply from a survey of the 
ingredients. In the case of ecological communities, the limits to
similarity of competing species (see Chapter 19) and the stability
of the food web in the face of disturbance (see Chapter 20) are
examples of emergent properties.

the search for rules of

community assembly

communities 

have collective

properties . . .

. . . and emergent
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possessed by the

individual

populations that

comprise them

Environmental
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Figure 16.1 The relationships among five types of species 
pools: the total pool of species in a region, the geographic pool
(species able to arrive at a site), the habitat pool (species able to
persist under the abiotic conditions of the site), the ecological pool 
(the overlapping set of species that can both arrive and persist) 
and the community (the pool that remains in the face of biotic
interactions). (Adapted from Belyea & Lancaster, 1999; Booth &
Swanton, 2002.)
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The Nature of the
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Science at the community level poses daunting problems
because the database may be enormous and complex. A first step
is usually to search for patterns in the community’s collective and
emergent properties. Patterns are repeated consistencies, such 
as the repeated grouping of similar growth forms in different places,
or repeated trends in species richness along different environ-
mental gradients. Recognition of patterns leads, in turn, to the
forming of hypotheses about the causes of these patterns. The
hypotheses may then be tested by making further observations
or by doing experiments.

A community can be defined at any scale within a hierarchy
of habitats. At one extreme, broad patterns in the distribution 
of community types can be recognized on a global scale. The 
temperate forest biome is one example; its range in North
America is shown in Figure 16.2. At this scale, ecologists usually
recognize climate as the overwhelming factor that determines the
limits of vegetation types. At a finer scale, the temperate forest
biome in parts of New Jersey is represented by communities 
of two species of tree in particular, beech and maple, together
with a very large number of other, less conspicuous species of
plants, animals and microorganisms. Study of the community 
may be focused at this scale. On an even finer habitat scale, the
characteristic invertebrate community that inhabits water-filled
holes in beech trees may be studied, or the flora and fauna in the 
gut of a deer in the forest. Amongst these various scales of com-
munity study, no one is more legitimate than another. The scale

appropriate for investigation depends on the sorts of questions
that are being asked.

Community ecologists sometimes
consider all of the organisms existing
together in one area, although it is rarely
possible to do this without a large team
of taxonomists. Others restrict their
attention within the community to a single taxonomic group (e.g.
birds, insects or trees), or a group with a particular activity (e.g.
herbivores or detritivores).

The rest of this chapter is in six sections. We start by explain-
ing how the structure of communities can be measured and
described (Section 16.2). Then we focus on patterns in community
structure: in space (Section 16.3), in time (Sections 16.4–16.6) and
finally in a combined spatiotemporal setting (Section 16.7).

16.2 Description of community composition

One way to characterize a community
is simply to count or list the species that
are present. This sounds a straight-
forward procedure that enables us to
describe and compare communities by
their species ‘richness’ (i.e. the number of species present). In 
practice, though, it is often surprisingly difficult, partly because

••••

Temperate forest
biome in North
America

Invertebrate
community of a water-
filled tree-hole of a
beech tree

The flora and
fauna of the
gut of a deer

Beech–maple
woodland

Figure 16.2 We can identify a hierarchy of habitats, nesting one into the other: a temperate forest biome in North America; 
a beech–maple woodland in New Jersey; a water-filled tree hole; or a mammalian gut. The ecologist may choose to study the 
community that exists on any of these scales.
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THE NATURE OF THE COMMUNITY 471

of taxonomic problems, but also because only a subsample of the
organisms in an area can usually be counted. The number of species
recorded then depends on the number of samples that have been
taken, or on the volume of the habitat that has been explored.
The most common species are likely to be represented in the 
first few samples, and as more samples are taken, rarer species
will be added to the list. At what point does one cease to take
further samples? Ideally, the investigator should continue to
sample until the number of species reaches a plateau (Figure 16.3).
At the very least, the species richnesses of different communities
should be compared on the basis of the same sample sizes (in terms
of area of habitat explored, time devoted to sampling or, best of
all, number of individuals or modules included in the samples).
The analysis of species richness in contrasting situations figures
prominently in Chapter 21.

16.2.1 Diversity indices

An important aspect of community
structure is completely ignored, though,
when the composition of the com-
munity is described simply in terms 

of the number of species present. It misses the information 
that some species are rare and others common. Consider a com-
munity of 10 species with equal numbers in each, and a second
community, again consisting of 10 species, but with more than
50% of the individuals belonging to the most common species
and less than 5% in each of the other nine. Each community has
the same species richness, but the first, with a more ‘equitable’
distribution of abundances, is clearly more diverse than the 
second. Richness and equitablity combine to determine com-
munity diversity.

Knowing the numbers of individuals present in each species
may not provide a full answer either. If the community is closely
defined (e.g. the warbler community of a woodland), counts of
the number of individuals in each species may suffice for many
purposes. However, if we are interested in all the animals in the
woodland, then their enormous disparity in size means that simple
counts would be very misleading. There are also problems if we
try to count plants (and other modular organisms). Do we count
the number of shoots, leaves, stems, ramets or genets? One way
round this problem is to describe the community in terms of the
biomass per species per unit area.

The simplest measure of the 
character of a community that takes
into account both the abundance (or
biomass) patterns and the species richness, is Simpson’s diversity
index. This is calculated by determining, for each species, the 
proportion of individuals or biomass that it contributes to the 
total in the sample, i.e. the proportion is Pi for the ith species:

(16.1)

where S is the total number of species in the community (i.e. 
the richness). As required, for a given richness, D increases with
equitability, and for a given equitability, D increases with richness.

Equitability can itself be quantified
(between 0 and 1) by expressing
Simpson’s index, D, as a proportion of
the maximum possible value D would
assume if individuals were completely evenly distributed amongst
the species. In fact, Dmax = S. Thus:

(16.2)

Another index that is frequently
used and has essentially similar prop-
erties is the Shannon diversity index, H.
This again depends on an array of Pi

values. Thus:

diversity, H = − ln Pi (16.3)

and:

(16.4)
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Figure 16.3 The relationship between species richness and 
the number of individual organisms from two contrasting
hypothetical communities. Community A has a total species
richness considerably in excess of community B.
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An example of an analysis of diversity is provided by a
uniquely long-term study that has been running since 1856 in an
area of grassland at Rothamsted in England. Experimental plots
have received a fertilizer treatment once every year, whilst con-
trol plots have not. Figure 16.4 shows how species diversity (H)
and equitability ( J ) of the grass species changed between 1856
and 1949. Whilst the unfertilized area has remained essentially
unchanged, the fertilized area has shown a progressive decline 
in diversity and equitability. One possible explanation may be 
that high nutrient availability leads to high rates of population
growth and a greater chance of the most productive species
coming to dominate and, perhaps, competitively exclude others.

16.2.2 Rank–abundance diagrams

Of course, attempts to describe a complex community structure
by one single attribute, such as richness, diversity or equitabil-
ity, can be criticized because so much valuable information is 
lost. A more complete picture of the distribution of species 
abundances in a community makes use of the full array of Pi

values by plotting Pi against rank. Thus, the Pi for the most 
abundant species is plotted first, then the next most common, 
and so on until the array is completed by the rarest species of 
all. A rank–abundance diagram can be drawn for the number of 
individuals, or for the area of ground covered by different sessile
species, or for the biomass contributed to a community by the
various species.

A range of the many equations that
have been fitted to rank–abundance
diagrams is shown in Figure 16.5. 
Two of these are statistical in origin 
(the log series and log-normal) with no
foundation in any assumptions about

how the species may interact with one another. The others 
take some account of the relationships between the conditions,
resources and species-abundance patterns (niche-orientated
models) and are more likely to help us understand the mechan-
isms underlying community organization (Tokeshi, 1993). We 
illustrate the diversity of approaches by describing the basis of 
four of Tokeshi’s niche-orientated models (see Tokeshi, 1993, for
a complete treatment). The dominance–preemption model, which 
produces the least equitable species distribution, has successive
species preempting a dominant portion (50% or more) of the
remaining niche space; the first, most dominant species takes 
more than 50% of the total niche space, the next more than 
50% of what remains, and so on. A somewhat more equitable
distribution is represented by the random fraction model, in which
successive species invade and take over an arbitrary portion of
the niche space of any species previously present. In this case, 
irrespective of their dominance status, all species are subjected
to niche division with equal probability. The MacArthur fraction
model, on the other hand, assumes that species with larger 
niches are more likely to be invaded by new species; this results
in a more equitable distribution than the random fraction 
model. Finally, the dominance–decay model is the inverse of the 
dominance–preemption model, in that the largest niche in an 
existing assemblage is always subject to a subsequent (random)
division. Thus, in this model the next invading species is sup-
posed to colonize the niche space of the species currently most
abundant, yielding the most equitable species abundances of 
all the models.

Rank–abundance diagrams, like
indices of richness, diversity and equit-
ability, should be viewed as abstrac-
tions of the highly complex structure of
communities that may be useful when
making comparisons. In principle, the idea is that finding the best
fitting model should give us clues as to underlying processes, and
perhaps as to how these vary from sample to sample. Progress
so far, however, has been limited, both because of problems 
of interpretation and the practical difficulty of testing for the 
best fit between model and data (Tokeshi, 1993). However,
some studies have successfully focused attention on a change in
dominance/evenness relationships in relation to environmental
change. Figure 16.5c shows how, assuming a geometric series 
can be appropriately applied, dominance steadily increased,
whilst species richness decreased, during the Rothamsted long-
term grassland experiment described above. Figure 16.5d shows
how invertebrate species richness and equitability were both
greater on an architecturally complex stream plant Ranunculus
yezoensis, which provides more potential niches, than on a struc-
turally simple plant Sparganium emersum. The rank–abundance 
diagrams of both are closer to the random fraction model than
the MacArthur fraction model. Finally, Figure 16.5e shows how
attached bacterial assemblages (biofilms), during colonization of
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Figure 16.4 Species diversity (H) and equitability ( J ) of a 
control plot and a fertilized plot in the Rothamsteard ‘Parkgrass’
experiment. (After Tilman, 1982.)
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THE NATURE OF THE COMMUNITY 473

glass slides in a lake, change from a log-normal to a geometric
pattern as the biofilm ages.

Taxonomic composition and species
diversity are just two of many pos-
sible ways of describing a community.
Another alternative (not necessarily
better but quite different) is to describe
communities and ecosystems in terms
of their standing crop and the rate of

production of biomass by plants, and its use and conversion 
by heterotrophic microorganisms and animals. Studies that are
orientated in this way may begin by describing the food web, and

then define the biomasses at each trophic level and the flow of
energy and matter from the physical environment through the
living organisms and back to the physical environment. Such an
approach can allow patterns to be detected amongst communities
and ecosystems that may have no taxonomic features in common.
This approach will be discussed in Chapters 17 and 18.

Much recent research effort has been devoted to understand-
ing the link between species richness and ecosystem functioning
(productivity, decomposition and nutrient dynamics). Under-
standing the role of species richness in ecosystem processes has
particular significance for how humans respond to biodiversity loss.
We discuss this important topic in Section 21.7.

••••

the energetics

approach: an

alternative to

taxonomic

description

R
el

at
iv

e 
ab

un
da

nc
e

1.0

10–1

10–2

BS

LN

LS
GS

10–3

10–4

10–5

Species rank
302010

(a)
1.0

10–1

10–2

10–3

10–4

10–5

10–6

10–7

10–8

Species rank
5 10 15

(b)

DD
MF

RF

CM

DP

RA

R
el

at
iv

e 
ab

un
da

nc
e

1.0

10–1

10–2

10–3

10–4

Species rank

1949
1919

1903

1872 1862 1856

(c)

Figure 16.5 (a, b) Rank–abundance
patterns of various models. Two are
statistically orientated (LS and LN), 
whilst the rest can be described as 
niche orientated. (a) BS, broken stick; 
GS, geometric series; LN, log-normal; 
LS, log series. (b) CM, composite; 
DD, dominance decay; DP, dominance
preemption; MF, MacArthur fraction; 
RA, random assortment; RF, random
fraction. (c) Change in the relative
abundance pattern (geometric series fitted)
of plant species in an experimental
grassland subjected to continuous 
fertilizer from 1856 to 1949. ((a–c) after
Tokeshi, 1993.)
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16.3 Community patterns in space

16.3.1 Gradient analysis

Figure 16.6 shows a variety of ways of describing the distribution
of vegetation used in a classic study in the Great Smoky Moun-
tains (Tennessee), USA, where tree species give the vegetation
its main character. Figure 16.6a shows the characteristic associ-
ations of the dominant trees on the mountainside, drawn as if 
the communities had sharp boundaries. The mountainside itself
provides a range of conditions for plant growth, and two of these,
altitude and moisture, may be particularly important in determining
the distribution of the various tree species. Figure 16.6b shows the
dominant associations graphed in terms of these two environ-
mental dimensions. Finally, Figure 16.6c shows the abundance of
each individual tree species (expressed as a percentage of all tree
stems present) plotted against the single gradient of moisture.

Figure 16.6a is a subjective analysis
that acknowledges that the vegeta-
tion of particular areas differs in a 
characteristic way from that of other
areas. It could be taken to imply that
the various communities are sharply

delimited. Figure 16.6b gives the same impression. Note that both
Figure 16.6a and b are based on descriptions of the vegetation.

However, Figure 16.6c sharpens the focus by concentrating 
on the pattern of distribution of the individual species. It is then
immediately obvious that there is considerable overlap in their
abundance – there are no sharp boundaries. The various tree 
species are now revealed as being strung out along the gradient
with the tails of their distributions overlapping. The results of 
this ‘gradient analysis’ show that the limits of the distributions 
of each species ‘end not with a bang but with a whimper’. Many
other gradient studies have produced similar results.

Perhaps the major criticism of 
gradient analysis as a way of detect-
ing pattern in communities is that the
choice of the gradient is almost always
subjective. The investigator searches
for some feature of the environment that appears to matter to
the organisms and then organizes the data about the species 
concerned along a gradient of that factor. It is not necessarily 
the most appropriate factor to have chosen. The fact that the 
species from a community can be arranged in a sequence along
a gradient of some environmental factor does not prove that 
this factor is the most important one. It may only imply that 
the factor chosen is more or less loosely correlated with what-
ever really matters in the lives of the species involved. Gradient
analysis is only a small step on the way to the objective descrip-
tion of communities.

••
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Taniguchi et al., 2003.) (e) Rank–abundance
patterns (based on a biomass index) for
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(After Jackson et al., 2001.)
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Figure 16.6 Three contrasting descriptions of distributions of the characteristic dominant tree species of the Great Smoky Mountains,
Tennessee. (a) Topographic distribution of vegetation types on an idealized west-facing mountain and valley. (b) Idealized graphic
arrangement of vegetation types according to elevation and aspect. (c) Distributions of individual tree populations (percentage of stems
present) along the moisture gradient. Vegetation types: BG, beech gap; CF, cove forest; F, Fraser fir forest; GB, grassy bald; H, hemlock
forest; HB, heath bald; OCF, chestnut oak–chestnut forest; OCH, chestnut oak–chestnut heath; OH, oak–hickory; P, pine forest and heath;
ROC, red oak–chestnut forest; S, spruce forest; SF, spruce–fir forest; WOC, white oak–chestnut forest. Major species: 1, Halesia monticola;
2, Aesculus octandra; 3, Tilia heterophylla; 4, Betula alleghaniensis; 5, Liriodendron tulipifera; 6, Tsuga canadensis; 7, B. lenta; 8, Acer rubrum; 9,
Cornus florida; 10, Carya alba; 11, Hamamelis virginiana; 12, Quercus montana; 13, Q. alba; 14, Oxydendrum arboreum; 15, Pinus strobus; 16, 
Q. coccinea; 17, P. virginiana; 18, P. rigida. (After Whittaker, 1956.)

EIPC16  10/24/05  2:10 PM  Page 475



•• ••

476 CHAPTER 16

B
C
C C

C

C
F

G G
C

C
CC

C

BB
B
B

C

B

B
E

BDC

A

C

B

C

G

H

N

0 100 km

40

38

36

172 174 176 178
(a)

(c)

50 60 10070

Bray–Curtis similarity measure

40 80 90

(b)

F
TP

G G

H H

HH

E

C
C

C
GCC

C
C

CC

BB BB

BBB

A
CC

C
C

C

B

C

D

DO

pH

Latitude

Temperature

Longitude

Mean depth
Secchi

Chlorophyll

–2 –1 30

A
xi

s 
2

–4

4

2

3

0

–3 1 2

–2

–3

–1

1

–2 –1 30

A
xi

s 
2

Axis 1

–4

4

2

3

0

–3 1 2

–2

–3

–1

1

(d)

Conochilus unicornis

F

Ascomorpha ovalis

Keratella tecta Keratella tropica

T. longiseta T. ousilla
H. intermedia

S. oblonga

F. terminalis

C. dossuarius

C. unicornis
A. ovalis

C. coenobasis
P. dolichoptera

Collotheca sp.

A. fissa

K. slacki

K. tecta

K. tropica

B. budapestinensis
B. calyciflorus

F. longiseta

C
C

C

C
C

CC
C

C

CC

G
G G

BB
B

BB

BBB

H

D

H

HH
CC CA

E

C

H

G

F

E

D

C

B

A

EIPC16  10/24/05  2:10 PM  Page 476



••

THE NATURE OF THE COMMUNITY 477

16.3.2 Classification and ordination of communities

Formal statistical techniques have been defined to take the sub-
jectivity out of community description. These techniques allow
the data from community studies to sort themselves, without the
investigator putting in any preconceived ideas about which species
tend to be associated with each other or which environmental
variables correlate most strongly with the species distributions.
One such technique is classification.

Classification begins with the assump-
tion that communities consist of relatively
discrete entities. It produces groups of
related communities by a process con-
ceptually similar to taxonomic classifica-
tion. In taxonomy, similar individuals are

grouped together in species, similar species in genera, and so on.
In community classification, communities with similar species com-
positions are grouped together in subsets, and similar subsets may
be further combined if desired (see Ter Braak & Prentice, 1988,
for details of the procedure).

The rotifer communities of a number of lakes in the North
Island of New Zealand (Figure 16.7a) were subjected to a classi-
fication technique called cluster analysis (Duggan et al., 2002). Eight
clusters or classes were identified (Figure 16.7b), each based solely
on the arrays of species present and their abundances. The spatial
distribution of each class of rotifer community in the New Zealand
lakes is shown in Figure 16.7a. Note that there is little consistent
spatial relationship; communities in each class are dotted about
the island. This illustrates one of the strengths of classification.
Classification methods show the structure within a series of com-
munities without the necessity of picking out some supposedly
relevant environmental variable in advance, a procedure that is
necessary for gradient analysis.

Ordination is a mathematical treat-
ment that allows communities to be
organized on a graph so that those 
that are most similar in both species
composition and relative abundance
will appear closest together, whilst
communities that differ greatly in the 
relative importance of a similar set of
species, or that possess quite different

species, appear far apart. Figure 16.7c shows the application of an
ordination technique called canonical correspondence analysis

(CCA) to the rotifer communities (Ter Braak & Smilauer 1998).
CCA also allows the community patterns to be examined in terms
of environmental variables. Obviously, the success of the method
now depends on having sampled an appropriate variety of environ-
mental variables. This is a major snag in the procedure – we may
not have measured the qualities in the environment that are most
relevant. The relationships between rotifer community com-
position and a variety of physicochemical factors are shown in
Figure 16.7c. The link between classification and ordination can
be gauged by noting that communities falling into classes A–H,
derived from classification, are also fairly distinctly separated on
the CCA ordination graph.

Community classes A and B tend 
to be associated with high water trans-
parency (‘Secchi depth’), whereas those
in classes G and H are associated with
high total phosphorus and chlorophyll
concentrations; the other lake classes take up intermediate posi-
tions. Lakes that have been subject to a greater level of runoff 
of agricultural fertilizers or input of sewage are described as
eutrophic. These tend to have high phosphorus concentrations,
leading to higher chlorophyll levels and lower transparency (a
greater abundance of phytoplankton cells). Evidently, the rotifer
communities are strongly influenced by the level of eutrophica-
tion to which the lakes are subject. Species of rotifer that are 
characteristic of particularly eutrophic conditions, such as Keratella
tecta and K. tropica (Figure 16.7d), were strongly represented in
classes G and H, while those associated with more pristine con-
ditions, such as Conochilus unicornis and Ascomorpha ovalis, were
common in classes A and B.

The level of eutrophication, however, is not the only signi-
ficant factor in explaining rotifer community composition. Class
C communities, for example, while characteristic of intermediate
phosphorus concentrations, can be differentiated along axis 2
according to dissolved oxygen concentration and lake temper-
ature (themselves negatively related because oxygen solubility
declines with increasing temperature).

What do these results tell us? First,
and most specifically, the correlations
with environmental factors, revealed
by the analysis, give us some specific
hypotheses to test about the relationship
between community composition and underlying environmental
factors. (Remember that correlation does not necessarily imply
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Figure 16.7 (opposite) (a) Thirty-one lakes in the North Island of New Zealand where rotifer communities (78 species in total) were
sampled and described. (b) Results of cluster analysis (classification) on species composition data from the 31 lakes (based on the
Bray–Curtis similarity measure); lake communities that are most similar cluster together and eight clusters are identified (A–H). 
(c) Results of canonical correspondence analysis (ordination). The positions in ordination space are shown for lake sites (shown as letters
A–H corresponding to their classification), individual rotifer species (orange arrows in top panel) and environmental factors (orange arrows
in lower panel). (d) Silhouettes of four of the rotifer species. (After Duggan et al., 2002.)
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causation. For example, dissolved oxygen and community com-
position may vary together because of a common response to
another environmental factor. A direct causal link can only be
proved by controlled experimentation.)

A second, more general point is relevant to the discussion 
of the nature of the community. The results emphasize that
under a particular set of environmental conditions, a predictable
association of species is likely to occur. It shows that community
ecologists have more than just a totally arbitrary and ill-defined
set of species to study.

16.3.3 Problems of boundaries in community ecology

There may be communities that are
separated by clear, sharp boundaries,
where groups of species lie adjacent to,
but do not intergrade into, each other.
If they exist, they are exceptional. The

meeting of terrestrial and aquatic environments might appear to be
a sharp boundary but its ecological unreality is emphasized by the
otters or frogs that regularly cross it and the many aquatic insects
that spend their larval lives in the water but their adult lives as
winged stages on land or in the air. On land, quite sharp boundaries
occur between the vegetation types on acidic and basic rocks where
outcrops meet, or where serpentine (a term applied to a mineral
rich in magnesium silicate) and nonserpentine rocks are juxtaposed.
However, even in such situations, minerals are leached across 
the boundaries, which become increasingly blurred. The safest 
statement we can make about community boundaries is pro-
bably that they do not exist, but that some communities are much
more sharply defined than others. The ecologist is usually better 
employed looking at the ways in which communities grade into
each other, than in searching for sharp cartographic boundaries.

In the first quarter of the 20th 
century there was considerable debate
about the nature of the community.
Clements (1916) conceived of the 
community as a sort of superorganism

whose member species were tightly bound together both now
and in their common evolutionary history. Thus, individuals, 
populations and communities bore a relationship to each other
resembling that between cells, tissues and organisms.

In contrast, the individualistic concept devised by Gleason
(1926) and others saw the relationship of coexisting species as 
simply the results of similarities in their requirements and toler-
ances (and partly the result of chance). Taking this view, com-
munity boundaries need not be sharp, and associations of species
would be much less predictable than one would expect from the
superorganism concept.

The current view is close to the individualistic concept. Results
of direct gradient analysis, ordination and classification all indicate

that a given location, by virtue mainly of its physical characteristics,
possesses a reasonably predictable association of species. How-
ever, a given species that occurs in one predictable association 
is also quite likely to occur with another group of species under
different conditions elsewhere.

A further point needs to be born in mind when considering
the question of environmental patchiness and boundaries. Spatial
heterogeneity in the distribution of communities can be viewed
within a series of nested scales. Figure 16.8, for example, shows
patterns in spatial heterogeneity in communities of soil organisms
operating at scales from hectares to square millimeters (Ettema
& Wardle, 2002). At the largest scale, these reflect patterns in envir-
onmental factors related to topography and the distribution of 
different plant communities. But at the other extreme, fine-scale
patterns may be present as a result of the location of individual
plant roots or local soil structure. The boundaries of patterns at
these various scale are also likely to be blurred.

Whether or not communities have
more or less clear boundaries is an
important question, but it is not the 
fundamental consideration. Community
ecology is the study of the community level of organization rather
than of a spatially and temporally definable unit. It is concerned
with the structure and activities of the multispecies assemblage,
usually at one point in space and time. It is not necessary to have
discrete boundaries between communities to study community
ecology.

16.4 Community patterns in time

Just as the relative importance of species varies in space, so their
patterns of abundance may change with time. In either case, a
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Figure 16.8 Determinants of spatial heterogeneity of communities 
of soil organisms including bacteria, fungi, nematodes, mites and
collembolans. (After Ettema & Wardle, 2002.)
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species will occur only where and when: (i) it is capable of reach-
ing a location; (ii) appropriate conditions and resources exist there;
and (iii) competitors, predators and parasites do not preclude it.
A temporal sequence in the appearance and disappearance of species
therefore seems to require that conditions, resources and/or the
influence of enemies themselves vary with time.

For many organisms, and particularly short-lived ones, their
relative importance in the community changes with time of year
as the individuals act out their life cycles against a background 
of seasonal change. Sometimes community composition shifts
because of externally driven physical change, such as the build up
of silt in a coastal salt marsh leading to its replacement by forest.
In other cases, temporal patterns are simply a reflection of changes
in key resources, as in the sequence of heterotrophic organisms
associated with fecal deposits or dead bodies as they decompose
(see Figure 11.2). The explanation for such temporal patterns is
relatively straightforward and will not concern us here. Nor will
we dwell on the variations in abundance of species in a commun-
ity from year to year as individual populations respond to a 
multitude of factors that influence their reproduction and survival
(dealt with in Chapters 5, 6 and 8–14).

Our focus will be on patterns of community change that 
follow a disturbance, defined as a relatively discrete event that
removes organisms (Townsend & Hildrew, 1994) or otherwise
disrupts the community by influencing the availability of space
or food resources, or by changing the physical environment
(Pickett & White, 1985). Such disturbances are common in all 
kinds of community. In forests, they may be caused by high 
winds, lightning, earthquakes, elephants, lumberjacks or simply
by the death of a tree through disease or old age. Agents of dis-
turbance in grassland include frost, burrowing animals and the
teeth, feet, dung or dead bodies of grazers. On rocky shores 
or coral reefs, disturbances may result from severe wave action 
during hurricanes, tidal waves, battering by logs or moored boats
or the fins of careless scuba divers.

16.4.1 Founder-controlled and dominance-controlled
communities

In response to disturbances, we can
postulate two fundamentally different
kinds of community response according
to the type of competitive relationships
exhibited by the component species 

– founder controlled and dominance controlled (Yodzis, 1986).
Founder-controlled communities will occur if a large number of species
are approximately equivalent in their ability to colonize an open-
ing left by a disturbance, are equally well fitted to the abiotic envir-
onment and can hold the location until they die. In this case, the
result of the disturbance is essentially a lottery. The winner is the
species that happens to reach and establish itself in the disturbed

location first. The dynamics of founder-controlled communities
are discussed in Section 16.7.4.

Dominance-controlled communities
are those where some species are com-
petitively superior to others so that an
initial colonizer of an opening left by 
a disturbance cannot necessarily main-
tain its presence there. In these cases,
disturbances lead to reasonably predictable sequences of species
because different species have different strategies for exploiting
resources – early species are good colonizers and fast growers,
whereas later species can tolerate lower resource levels and
grow to maturity in the presence of early species, eventually out-
competing them. These situations are more commonly known
by the term ecological succession, defined as the nonseasonal,
directional and continuous pattern of colonization and extinction on a
site by species populations.

16.4.2 Primary and secondary successions

Our focus is on successional patterns that
occur on newly exposed landforms. If
the exposed landform has not previously
been influenced by a community, the
sequence of species is referred to as a
primary succession. Lava flows and pumice plains caused by 
volcanic eruptions (see Section 16.4.3), craters caused by the impact
of meteors (Cockell & Lee, 2002), substrate exposed by the retreat
of a glacier (Crocker & Major, 1955) and freshly formed sand dunes
(see Section 16.4.4) are examples. In cases where the vegetation
of an area has been partially or completely removed, but where
well-developed soil and seeds and spores remain, the subsequent
sequence of species is termed a secondary succession. The loss
of trees locally as a result of disease, high winds, fire or felling
may lead to secondary successions, as can cultivation followed
by the abandonment of farmland (so-called old field successions
– see Section 16.4.5).

Successions on newly exposed land-
forms typically take several hundreds 
of years to run their course. However,
a precisely analagous process occurs
amongst the animals and algae on
recently denuded rock walls in the marine subtidal zone, and 
this succession takes only a decade or so (Hill et al., 2002). The
research life of an ecologist is sufficient to encompass a subtidal
succession but not that following glacial retreat. Fortunately,
however, information can sometimes be gained over the longer
timescale. Often, successional stages in time are represented by
community gradients in space. The use of historic maps, carbon
dating or other techniques may enable the age of a community
since exposure of the landform to be estimated. A series of 
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communities currently in existence, but corresponding to different
lengths of time since the onset of succession, can be inferred to
reflect succession. However, whether or not different communities
that are spread out in space really do represent various stages of
succession must be judged with caution. We must remember, for
example, that in northern temperate areas the vegetation we see
may still be undergoing recolonization and responding to climatic
change following the last ice age (see Chapter 1).

16.4.3 Primary succession on volcanic lava

A primary succession on basaltic volcanic
flows on Miyake-jima Island, Japan,
was inferred from a known chrono-
sequence (16, 37, 125 and >800 years old)
(Figure 16.9a). In the 16-year-old flow,
soil was very sparse and lacking in

nitrogen; vegetation was absent except for a few small alder 
trees (Alnus sieboldiana). In the older plots, 113 taxa were recorded,
including ferns, herbaceous perennials, lianas and trees. Of most
significance in this primary succession were: (i) the successful 
colonization of the bare lava by the nitrogen-fixing alder; (ii) the
facilitation (through improved nitrogen availability) of mid-
successional Prunus speciosa and the late successional evergreen
tree Machilus thunbergii; (iii) the formation of a mixed forest and the
shading out of Alnus and Prunus; and (iv) finally, the replacement
of Machilus by the longer lived Castanopsis sieboldii (Figure 16.9b).

16.4.4 Primary succession on coastal sand dunes

An extensive chronosequence of dune-
capped beach ridges has been under-
taken on the coast of Lake Michigan 
in the USA. Thirteen ridges of known
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Figure 16.9 (a) Vegetation was 
described on 16-, 37- and 125-year-old 
lava flows on Miyake-jima Island, Japan.
Analysis of the 16-year-old flow was
nonquantitative (no sample sites shown).
Sample sites on the other flows are shown
as solid circles. Sites outside the three 
flows are at least 800 years old. (b) The
main features of the primary succession 
in relation to lava age. (After Kamijo 
et al., 2002.)
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age (30 – 440 years old) show a clear pattern of primary succession
to forest (Lichter, 2000). The dune grass Ammophila breviligulata
dominates the youngest, still mobile dune ridge, but shrubby Prunus
pumila and Salix spp. are also present. Within 100 years, these are
replaced by evergreen shrubs such as Juniperus communis and 
by prairie bunch grass Schizachrium scoparium. Conifers such as
Pinus spp., Larix laricina, Picea strobus and Thuja occidentalis begin
colonizing the dune ridges after 150 years, and a mixed forest of
Pinus strobus and P. resinosa develops between 225 and 400 years.
Deciduous trees such as the oak Quercus rubra and the maple 
Acer rubrum do not become important components of the forest
until 440 years.

It used to be thought that early successional dune species 
facilitated the later species by adding organic matter to the soil
and increasing the availability of soil moisture and nitrogen 
(as in the volcanic primary succession). However, experimental
seed addition and seedling transplant experiments have shown 
that later species are capable of germinating in young dunes
(Figure 16.10a). While the more developed soil of older dunes 
may improve the performance of late successional species, their
successful colonization of young dunes is mainly constrained by
limited seed dispersal, together with seed predation by rodents
(Figure 16.10b). Ammophila generally colonizes young, active dunes
through horizontal vegetative growth. Schizachrium, one of the
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Figure 16.10 (a) Seedling emergence
(means + SE) from added seeds of species
typical of different successional stages on
dunes of four ages. (b) Seedling emergence
of the four species (Ab, Ammophila
breviligulata, Ss, Schizachrium scoparium, 
Ps, Pinus strobus, Pr, Pinus resinosa) in the
presence and absence of rodent predators
of seeds (After Lichter, 2000.)
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dominants of open dunes before forest development, has rates of
germination and seedling establishment that are no better than
Pinus, but its seeds are not preyed upon. Also, Schizachrium has
the advantage of quickly reaching maturity and can continue to
provide seeds at a high rate. These early species are eventually
competitively excluded as trees establish and grow. Lichter (2000)
considers that dune succession is better described in terms of the
transient dynamics of colonization and competitive displacement,
rather than the result of facilitation by early species (improving
soil conditions) followed by competitive displacement.

16.4.5 Secondary successions in abandoned fields

Successions on old fields have been
studied particularly along the eastern
part of the USA where many farms
were abandoned by farmers who

moved west after the frontier was opened up in the 19th century
(Tilman, 1987, 1988). Most of the precolonial mixed conifer–
hardwood forest had been destroyed, but regeneration was
swift. In many places, a series of sites that were abandoned 
for different, recorded periods of time are available for study. 
The typical sequence of dominant vegetation is: annual weeds,
herbaceous perennials, shrubs, early successional trees and late
successional trees.

Old-field succession has also been
studied in the productive Loess Plateau
in China, which for millennia has been
affected by human activities so that few

areas of natural vegetation remain. The Chinese government has
launched some conservation projects focused on the recovery 
of damaged ecosystems. A big question mark is whether the 
climax vegetation of the Plateau will prove to be grassland
steppe or forest. Wang (2002) studied the vegetation at four plots
abandoned by farmers for known periods of time (3, 26, 46 and
149 years). He was able to age some of his plots in an unusual
manner. Graveyards in China are sacred and human activities 
are prohibited in their vicinity – gravestone records indicated 
how long ago the older areas had been taken out of agricultural
production. Of a total of 40 plant species identified, several were
considered dominant at the four successional stages (in terms of
relative abundance and relative ground cover). In the first stage
(recently abandoned farmland) Artemesia scoparia and Seraria
viridis were most characteristic, at 26 years Lespedeza davurica
and S. viridis dominated, at 46 years Stipa bungeana, Bothriochloa
ischaemun, A. gmelinii and L. davurica were most important, 
while at 149 years B. ischaemun and A. gmelinii were dominant
(Figure 16.11). The early successional species were annuals and
biennials with high seed production. By 26 years, the perennial
herb L. davurica, with its ability to spread laterally by vegetative
means and a well-developed root system, had replaced A. scoparia.

The 46-year-old plot was characterized by the highest species 
richness and diverse life history strategies, dominated by peren-
nial lifestyles. The dominance of B. ischaemun at 149 years was
related to its perennial nature, ability to spread clonally and high
competitive ability. As in Tilman’s (1987, 1988) North American
studies, soil nitrogen content increased during the succession
and may have facilitated some species in the succession. Wang
concludes that the grass B. ischaemun is the characteristic climax
species in this Loess Plateau habitat, and thus the vegetation seems
likely to succeed to steppe grassland rather than forest.

16.5 Species replacement probabilities 
during successions

A model of succession developed by
Horn (1981) sheds some light on the suc-
cessional process. Horn recognized
that in a hypothetical forest community
it would be possible to predict changes
in tree species composition given two
things. First, one would need to know
for each tree species the probability that, within a particular time
interval, an individual would be replaced by another of the same
species or of a different species. Second, an initial species com-
position would have to be assumed.

Horn considered that the proportional representation of 
various species of saplings established beneath an adult tree
reflected the probability of an individual tree’s replacement by 
each of those species. Using this information, he estimated the pro-
bability, after 50 years, that a site now occupied by a given species
will be taken over by another species or will still be occupied by
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the same species (Table 16.1). Thus, for example, there is a 5%
chance that a location now occupied by grey birch will still 
support grey birch in 50 years’ time, whereas there is a 36% chance
that blackgum will take over, a 50% chance for red maple and
9% for beech.

Beginning with an observed distribution of the canopy species
in a stand in New Jersey in the USA known to be 25 years old,
Horn modeled the changes in species composition over several
centuries. The process is illustrated in simplified form in Table 16.2
(which deals with only four species out of those present). The
progress of this hypothetical succession allows several predic-
tions to be made. Red maple should dominate quickly, whilst grey
birch disappears. Beech should slowly increase to predominate 
later, with blackgum and red maple persisting at low abundance.
All these predictions are borne out by what happens in the real
succession (final column).

The most interesting feature of
Horn’s so-called Markov chain model is
that, given enough time, it converges on
a stationary, stable composition that is
independent of the initial composition
of the forest. The outcome is inevit-
able (it depends only on the matrix 

of replacement probabilities) and will be achieved whether the
starting point is 100% grey birch or 100% beech, 50% blackgum
and 50% red maple, or any other combination (as long as adjacent
areas provide a source of seeds of species not initially present).
Korotkov et al. (2001) have used a similar Markov modeling
approach to predict the time it should take to reach the climax state
from any other stage in old-field successions culminating in mixed
conifer–broadleaf forest in central Russia. From field abandon-
ment to climax is predicted to take 480–540 years, whereas a 
mid-successional stage of birch forest with spruce undergrowth
should take 320–370 years to reach the climax.

Since Markov models seem to be capable of generating 
quite accurate predictions, they may prove to be a useful tool in
formulating plans for forest management. However, the models

are simplistic and the assumption that transition probabilities
remain constant in space and over time and are not affected 
by historic factors, such as initial biotic conditions and the 
order of arrival of species, are likely to be wrong in many cases
(Facelli & Pickett, 1990). Hill et al. (2002) addressed the question
of spatiotemporal variation in species replacement probabil-
ities in a subtidal community succession including sponges, 
sea anenomes, polychaetes and encrusting algae. In this case, 
the predicted successions and endpoints were similar whether
replacement probabilities were averaged or were subject to real-
istic spatial or temporal variation. And the outcomes of all three
models were very similar to the observed community structure
(Figure 16.12).

16.6 Biological mechanisms underlying
successions

Despite the advantages of simple
Markov models, a theory of succession
should ideally not only predict but also
explain. To do this, we need to consider
the biological basis for the replacement values in the model, and
here we have to turn to alternative approaches.

16.6.1 Competition–colonization trade-off and
successional niche mechanisms

Rees et al. (2001) drew together a
diversity of experimental, comparative
and theoretical approaches to produce
some generalizations about vegetation
dynamics. Early successional plants have a series of correlated 
traits, including high fecundity, effective dispersal, rapid growth
when resources are abundant, and poor growth and survival
when resources are scarce. Late successional species usually 
have the opposite traits, including an ability to grow, survive and
compete when resources are scarce. In the absence of disturbance,

••••
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Table 16.1 A 50-year tree-by-tree transition matrix from Horn
(1981). The table shows the probability of replacement of one
individual by another of the same or different species 50 years
hence.

Occupant 50 years hence

Present occupant Grey birch Blackgum Red maple Beech

Grey birch 0.05 0.36 0.50 0.09
Blackgum 0.01 0.57 0.25 0.17
Red maple 0.0 0.14 0.55 0.31
Beech 0.0 0.01 0.03 0.96

Table 16.2 The predicted percentage composition of a forest
consisting initially of 100% grey birch. (After Horn, 1981.)

Age of forest (years)

Species 0 50 100 150 200 ∞ Data from old forest

Grey birch 100 5 1 0 0 0 0
Blackgum 0 36 29 23 18 5 3
Red maple 0 50 39 30 24 9 4
Beech 0 9 31 47 58 86 93
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late successional species eventually outcompete early species,
because they reduce resources beneath the levels required by the
early successional species. Early species persist for two reasons:
(i) because their dispersal ability and high fecundity permits
them to colonize and establish in recently disturbed sites before
late successional species can arrive; or (ii) because rapid growth
under resource-rich conditions allows them to temporarily out-
compete late successional species even if they arrive at the same
time. Rees and his colleagues refer to the first mechanism as a
competition–colonization trade-off and the second as the successional
niche (early conditions suit early species because of their niche
requirements). The competition–colonization trade-off is streng-
thened by a further physiological inevitability. Huge differences
in per capita seed production among plant species are inversely
correlated to equally large variations in seed size; plants produc-
ing tiny seeds tend to produce many more of them than plants
producing large seeds (see Section 4.8.5). Thus, Rees et al. (2001)
point out that small-seeded species are good colonists (many
propagules) but poor competitors (small seed food reserves), and
vice versa for large-seeded species.

16.6.2 Facilitation

Cases of competition–colonization trade-
offs and/or successional niche relations
are prominent in virtually every succes-
sion that has been described, including
all those in the previous section. In
addition, we have seen cases where early species may change 
the abiotic environment in ways (e.g. increased soil nitrogen) 
that make it easier for later species to establish and thrive. 
Thus, facilitation has to be added to the list of phenomena under-
lying some successions. We cannot say how common this state
of affairs is. However, the converse is by no means uncommon;
thus, many plant species alter the environment in a way that 
makes it more, rather than less, suitable for themselves (Wilson
& Agnew, 1992). Thus, for example, woody vegetation can trap
water from fog or ameliorate frosts, improving the conditions 
for growth of the species concerned, whilst grassy swards can 
intercept surface flowing water and grow better in the moister
soil that is created.
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Figure 16.12 (left) Simulated recovery dynamics (Markov 
chain models) of three of the species that make up a subtidal
community starting from 100% bare rock for spatially varying,
time varying or homogeneous replacement probabilities: (a) the
bryozoan Crisia eburnea, (b) the sea anenome Metridium senile and
(c) encrusting coralline algae. The points at the end of each plot
(±95% confidence intervals) are the observed abundances at a site
in the Gulf of Maine, USA. (After Hill et al., 2002.)
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16.6.3 Interactions with enemies

Rees et al. (2001) point out that it fol-
lows from the competition–coloniza-
tion trade-off that recruitment of
competitively dominant plants should be

determined largely by the rate of arrival of their seeds. This
means that herbivores that reduce seed production are more likely
to reduce the density of dominant competitors than of subordi-
nates. Recall that this is just what happened in the sand-dune study
described in Section 16.4.4. In a similar vein, Carson and Root
(1999) showed that by removing insect predators of seeds, the
meadow goldenrod (Solidago altissima), which normally appears
about 5 years into an old-field succession, became dominant
after only 3 years. This happened because release from seed pre-
dation allowed it to outcompete earlier colonists more quickly.

Thus, apart from competition–colonization trade-off, succes-
sional niche and facilitation, we have to add a fourth mechanism
– interactions with enemies – if we are to fully understand plant
successions. Experimental approaches, such as that employed to
understand the role of seed predators, have also shown that the
nature of soil food webs (Gange & Brown, 2002), the presence
and disturbance of litter (Ganade & Brown, 2002), and the pres-
ence of mammals that consume vegetation (Cadenasso et al., 2002)
sometimes play roles in determining successional sequences.

16.6.4 Resource-ratio hypothesis

A further example of a successional
niche being responsible for species
replacement is worth highlighting.
Trembling aspen (Populus tremuloides) 
is a tree that appears earlier in succes-
sions in North America than northern

red oak (Quercus rubra) or sugar maple (Acer saccharum). Kaelke
et al. (2001) compared the growth of seedlings of all three species
when planted along a gradient of light availability ranging from
forest understory (2.6% of full light) to small clearings (69% 
of full light). The aspen outgrew the others when relative light
availability exceeded 5%. However, there was a rank reversal in
relative growth rate in deep shade; here the oak and maple, typical
of later stages of succession, grew more strongly and survived 
better than aspen (Figure 16.13). In his resource-ratio hypothesis
of succession, Tilman (1988) places strong emphasis on the role
of changing relative competitive abilities of plant species as con-
ditions slowly change with time. He hypothesized that species 
dominance at any point in a terrestrial succession is strongly influ-
enced by the relative availability of two resources: not just by light
(as demonstrated by Kaelke et al., 2001) but also by a limiting soil
nutrient (often nitrogen). Early in succession, the habitat experi-
enced by seedlings has low nutrient but high light availability. As

a result of litter input and the activities of decomposer organisms,
nutrient availability increases with time – this can be expected 
to be particularly marked in primary successions that begin with
a very poor soil (or no soil at all). But total plant biomass also
increases with time and, in consequence, light penetration to the
soil surface decreases. Tilman’s ideas are illustrated in Figure 16.14
for five hypothetical species. Species A has the lowest requirement
for the nutrient and the highest requirement for light at the soil
surface. It has a short, prostrate growth form. Species E, which
is the superior competitor in high-nutrient, low-light habitats, has
the lowest requirement for light and the highest for the nutrient.
It is a tall, erect species. Species B, C and D are intermediate 
in their requirements and each reaches its peak abundance at a 
different point along the soil nutrient–light gradient. There is 
scope for further experimental testing of Tilman’s hypothesis.

16.6.5 Vital attributes

Noble and Slatyer (1981) were also
interested in defining the qualities that
determine the place of a species in a 
succession. They called these properties
vital attributes. The two most important
relate to: (i) the method of recovery after
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Figure 16.13 Relative growth rate (during the July–August 1994
growing season) of trembling aspen (9), northern red oak (�) and
sugar maple (4) in relation to photosynthetic photon flux density
(PPFD). (After Kaelke et al., 2001.)
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disturbance (four classes are defined: vegetative spread, V;
seedling pulse from a seed bank, S; seedling pulse from abundant
dispersal from the surrounding area, D; no special mechanism with
just moderate dispersal from only a small seed bank, N); and (ii)
the ability of individuals to reproduce in the face of competition
(defined in terms of tolerance T at one extreme and intolerance
I at the other). Thus, for example, a species may be classed as 
SI if disturbance releases a seedling pulse from a seed bank, and
if the plants are intolerant of competition (being unable to 
germinate or grow in competition with older or more advanced
individuals of either their own or another species). Seedlings of
such a species could establish themselves only immediately after
a disturbance, when competitors are rare. Of course, a seedling
pulse fits well with such a pioneer existence. An example is the
annual Ambrosia artemisiifolia which often figures early in old-field
successions. In contrast, the American beech (Fagus grandifolia) could
be classed as VT (being able to regenerate vegetatively from root
stumps, and tolerant of competition since it is able to establish
itself and reproduce in competition with older or more advanced
individuals of either its own or another species) or NT (if no stumps
remain, it would invade slowly via seed dispersal). In either case,
it would eventually displace other species and form part of the

‘climax’ vegetation. Noble and Slatyer argue that it should be pos-
sible to classify all the species in an area according to these two
vital attributes (to which relative longevity might be added as 
a third). Given this information, quite precise predictions about
successional sequences should be possible.

Lightning-induced fires produce regular and natural disturbances
in many ecosystems in arid parts of the world and two fire-response
syndromes, analogous to two of Noble and Slatyer’s disturbance
recovery classes, can be identified. Resprouters have massive, 
deeply penetrating root systems, and survive fires as individuals,
whereas reseeders are killed by the fire but re-establish through
heat-stimulated germination and growth of seedlings (Bell, 2001).
The proportion of species that can be classified as resprouters is
higher in forest and shrubland vegetation of southwest Western
Australia (Mediterranean-type climate) than in more arid areas 
of the continent. Bell suggests that this is because the Western
Australian communities have been subject to more frequent 
fires than other areas, conforming to the hypothesis that short
intervals between fires (averaging 20 years or less in many areas
of Western Australia) promote the success of resprouters. Longer
intervals between fires, on the other hand, allow fuel loads to build
up so that fires are more intense, killing resprouters and favoring
the reseeding strategy.

The consideration of vital attributes
from an evolutionary point of view sug-
gests that certain attributes are likely to
occur together more often than by chance. We can envisage 
two alternatives that might increase the fitness of an organism 
in a succession (Harper, 1977), either: (i) the species reacts to the
competitive selection pressures and evolves characteristics that
enable it to persist longer in the succession, i.e. it responds to 
K selection; or (ii) it may develop more efficient mechanisms of
escape from the succession, and discover and colonize suitable
early stages of succession elsewhere, i.e. it responds to r selection
(see Section 4.12). Thus, from an evolutionary point of view, 
good colonizers can be expected to be poor competitors and vice
versa. This is evident in Table 16.3, which lists some physio-
logical characteristics that tend to go together in early and late
successional plants.

16.6.6 The role of animals in successions

The structure of communities and the
successions within them have most
often been treated as essentially botan-
ical matters. There are obvious reasons
for this. Plants commonly provide
most of the biomass and the physical structure of communities;
moreover, plants do not hide or run away and this makes it 
rather easy to assemble species lists, determine abundances and
detect change. The massive contribution that plants make to 
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Figure 16.14 Tilman’s (1988) resource-ratio hypothesis of
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determining the character of a community is not just a measure
of their role as the primary producers, it is also a result of their
slowness to decompose. The plant population not only contributes
biomass to the community, but is also a major contributor of 
necromass. Thus, unless microbial and detritivore activity is fast,
dead plant material accumulates as leaf litter or as peat. More-
over, the dominance of trees in so many communities comes 
about because they accumulate dead material; the greater part 
of a tree’s trunk and branches is dead. The tendency in many 
habitats for shrubs and trees to succeed herbaceous vegetation
comes largely from their ability to hold leaf canopies (and root
systems) on an extending skeleton of predominantly dead support
tissue (the heart wood).

Animal bodies decompose much
more quickly, but there are situations
where animal remains, like those of
plants, can determine the structure
and succession of a community. This
happens when the animal skeleton

resists decomposition, as is the case in the accumulation of
calcified skeletons during the growth of corals. A coral reef, 
like a forest or a peat bog, gains its structure, and drives its 
successions, by accumulating its dead past. Reef-forming corals,
like forest trees, gain their dominance in their respective com-
munities by holding their assimilating parts progressively higher
on predominantly dead support. In both cases, the organisms 
have an almost overwhelming effect on the abiotic environ-
ment, and they ‘control’ the lives of other organisms within it.
The coral reef community (dominated by an animal, albeit one

with a plant symbiont) is as structured, diverse and dynamic as
a tropical rainforest.

The fact that plants dominate most of the structure and 
succession of communities does not mean that animals always
follow the communities that plants dictate. This will often be 
the case, of course, because the plants provide the starting point 
for all food webs and determine much of the character of the 
physical environment in which animals live. But it is also some-
times the animals that determine the nature of the plant com-
munity. We have already seen how seed-eating insects and
rodents can slow successions in old fields and sand dunes by 
causing a higher seed mortalilty of later successional species. 
A particularly dramatic example of a role for animals, and on a
much larger scale, comes from the savanna at Ndara in Kenya.
The vegetation in savannas is often held in check by grazers. 
The experimental exclusion of elephants from a plot of savanna
led to a more than threefold increase in the density of trees over
a 10-year period (work by Oweyegha-Afundaduula, reported 
in Deshmukh, 1986).

More often though, animals are passive followers of succes-
sions amongst the plants. This is certainly the case for passerine
bird species in an old-field succession (Figure 16.15). Arbuscular
mycorrhizal fungi (see Section 13.8.2), which show a clear
sequence of species replacement in the soils associated with 
an old-field succession ( Johnson et al., 1991), may also be passive
followers of the plants. But this does not mean that the birds, 
which eat seeds, or the fungi, which affect plant growth and 
survival, do not influence the succession in its course. They
probably do.

••••

Attribute Early successional plants Late successional plants

Seed dispersal in time Well dispersed Poorly dispersed
Seed germination:
enhanced by

light Yes No
fluctuating temperatures Yes No
high NO3

− Yes No
inhibited by

far-red light Yes No
high CO2 concentration Yes No?

Light saturation intensity High Low
Light compensation point High Low
Efficiency at low light Low High
Photosynthetic rates High Low
Respiration rates High Low
Transpiration rates High Low
Stomatal and mesophyll resistances Low High
Resistance to water transport Low High
Recovery from resource limitation Fast Slow
Resource acquisition rates Fast Slow?

Table 16.3 Physiological characteristics 
of early and late successional plants. 
(After Bazzaz, 1979.)
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16.6.7 Concept of the climax

Do successions come to an end? It is clear that a stable equilibrium
will occur if individuals that die are replaced on a one-to-one 
basis by young of the same species. At a slightly more complex
level, Markov models (see Section 16.5) tell us that a stationary
species composition should, in theory, occur whenever the replace-
ment probabilities (of one species by itself or by any one of several
others) remain constant through time.

The concept of the climax has a long history. One of the 
earliest students of succession, Frederic Clements (1916), is asso-
ciated with the idea that a single climax will dominate in any given
climatic region, being the endpoint of all successions, whether they
happened to start from a sand dune, an abandoned old field or
even a pond filling in and progressing towards a terrestrial climax.

This monoclimax view was challenged by many ecologists, amongst
whom Tansley (1939) was prominent. The polyclimax school of
thought recognized that a local climax may be governed by one
factor or a combination of factors: climate, soil conditions, topo-
graphy, fire and so on. Thus, a single climatic area could easily
contain a number of specific climax types. Later still, Whittaker
(1953) proposed his climax pattern hypothesis. This conceives 
a continuity of climax types, varying gradually along environ-
mental gradients and not necessarily
separable into discrete climaxes. (This is
an extension of Whittaker’s approach 
to gradient analysis of vegetation, dis-
cussed in Section 16.3.1.)

In fact, it is very difficult to identify
a stable climax community in the field.

••••

Community
type

ForestGrass–
shrub

GrasslandBare
field

Scutellospora spp.

Glomus spp.

Acaulospora elegans

Wood thrush

Hooded warbler

Summer tanager

Prairie warbler

Cardinal

Field sparrow

Grasshopper sparrow

Figure 16.15 Top: bird species
distributions along a plant succession
gradient in the Piedmont region of
Georgia, USA. Differential shading
indicates relative abundance of the birds.
(After Johnston & Odum, 1956; from
Gathreaux, 1978.) Bottom: distributions 
of vesicular–arbuscular mycorrhizae in the
soils associated with an old-field succession
in Minnesota. Differential shading indicates
relative abundance of spores of species 
in the genera Scutellospora, Glomus and
Acaulospora. (After Johnson et al., 1991).
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Usually, we can do no more than point out that the rate of change
of succession slows down to the point where any change is
imperceptible to us. In this context, the subtidal rockface succession
illustrated in Figure 16.12 is unusual in that convergence to a 
climax took only a few years. Old-field successions might take
100–500 years to reach a ‘climax’, but in that time the probabil-
ities of further fires or hurricanes are so high that a process of
succession may rarely go to completion. If we bear in mind that
forest communities in northern temperate regions, and probably
also in the tropics, are still recovering from the last glaciation 
(see Chapter 1), it is questionable whether the idealized climax
vegetation is often reached in nature.

16.7 Communities in a spatiotemporal context:
the patch dynamics perspective

A forest, or a rangeland, that appears 
to have reached a stable community
structure when studied on a scale of

hectares, will always be a mosaic of miniature successions. Every
time a tree falls or a grass tussock dies, an opening is created in
which a new succession starts. One of the most seminal papers
in the history of ecology was entitled ‘Pattern and process in 
the plant community’ (Watt, 1947). Part of the pattern of a com-
munity is caused by the dynamic processes of deaths, replacements
and microsuccessions that the broad view may conceal. Thus,
although we can point to patterns in community composition in
space (see Section 16.3) and in time (see Section 16.4), it is often
more meaningful to consider space and time together.

We have already seen that disturb-
ances that open up gaps are common
in all kinds of community. The forma-
tion of gaps is obviously of consider-
able significance to sessile or sedentary

species that have a requirement for open space, but gaps have also
proved to be important for mobile species such as invertebrates
on the beds of streams (Matthaei & Townsend, 2000). The patch
dynamics concept of communities views the habitat as patchy,
with patches being disturbed and recolonized by individuals of
various species. Implicit in the patch dynamics view is a critical
role for disturbance as a reset mechanism (Pickett & White, 1985).
A single patch without migration is, by definition, a closed system,
and any extinction caused by disturbance would be final. How-
ever, extinction within a patch in an open system is not necessarily
the end of the story because of the possibility of reinvasion from
other patches.

Fundamental to the patch dynamics perspective is recogni-
tion of the importance of migration between habitat patches. 
This may involve adult individuals, but very often the process 
of most significance is the dispersal of immature propagules
(seeds, spores, larvae) and their recruitment to populations

within habitat patches. The order of arrival and relative recruit-
ment levels of individual species may determine or modify the
nature and outcome of population interactions in the community
(Booth & Brosnan, 1995).

In Section 16.4.1 we identified two fundamentally different 
kinds of situations within communities: those in which some 
species are strongly competitively superior are dominance controlled
(equivalent to succession) and those in which all species have 
similar competitive abilities are founder controlled. Within the
patch dynamics framework, the dynamics of these two situations
are different and we deal with them in turn.

16.7.1 Dominance-controlled communities

In patch dynamics models where some
species are competitively superior to
others, the effect of the disturbance is
to knock the community back to an earlier stage of succession
(Figure 16.16). The open space is colonized by one or more of 
a group of opportunistic, early successional species (pl, p2, etc., 
in Figure 16.16). As time passes, more species invade, often 
those with poorer powers of dispersal. These eventually reach 
maturity, dominating mid-succession (m1, m2, etc.) and many 
or all of the pioneer species are driven to extinction. Later still,
the community regains the climax stage when the most efficient
competitors (cl, c2, etc.) oust their neighbors. In this sequence, 
diversity starts at a low level, increases at the mid-successional
stage and usually declines again at the climax. The gap essentially
undergoes a minisuccession.

Some disturbances are synchronized,
or phased, over extensive areas. A forest
fire may destroy a large tract of a climax
community. The whole area then proceeds through a more or
less synchronous succession, with diversity increasing through the
early colonization phase and falling again through competitive
exclusion as the climax is approached. Other disturbances are 
much smaller and produce a patchwork of habitats. If these dis-
turbances are unphased, the resulting community comprises 
a mosaic of patches at different stages of succession. A climax
mosaic, produced by unphased disturbances, is much richer in
species than an extensive area undisturbed for a very long period
and occupied by just one or a few dominant climax species.
Towne (2000) monitored the plant species that established in prairie
grassland where large ungulates had died (mainly bison, Bos
bison). Scavengers remove most of the body tissue but copious
amounts of body fluids and decomposition products seep into the
soil. The flush of nutrients combined with death of the previous
vegetation produces a competitor-free, disturbed area where
resources are unusually abundant. The patches are also exceptional
because the soil has not been disturbed (as it would be after a
ploughed field is abandoned or a badger makes a burrow); thus,

••••
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the colonizing plants do not derive from the local seed bank. The
unusual nature of the disturbed patches means that many of the
pioneer species are rare in the prairie as a whole, and carcass sites
contribute to species diversity and community heterogeneity for
many years.

16.7.2 Frequency of gap formation

The influence that disturbances have on
a community depends strongly on the
frequency with which gaps are opened
up. In this context, the intermediate
disturbance hypothesis (Connell, 1978;

see also the earlier account by Horn, 1975) proposes that the high-
est diversity is maintained at intermediate levels of disturbance.
Soon after a severe disturbance, propagules of a few pioneer species
arrive in the open space. If further disturbances occur frequently,
gaps will not progress beyond the pioneer stage in Figure 16.16,
and the diversity of the community as a whole will be low. 
As the interval between disturbances increases, the diversity will

also increase because time is available for the invasion of more
species. This is the situation at an intermediate frequency of 
disturbance. At very low frequencies of disturbance, most of the
community for most of the time will reach and remain at the 
climax, with competitive exclusion having reduced diversity.
This is shown diagrammatically in Figure 16.17, which plots the
pattern of species richness to be expected as a result of unphased
high, intermediate and low frequencies of gap formation, in 
separate patches and for the community as a whole.

The influence of the frequency of 
gap formation was studied in southern
California by Sousa (1979a, 1979b), in
an intertidal algal community associated
with boulders of various sizes. Wave
action disturbs small boulders more often than large ones. Using
a sequence of photographs, Sousa estimated the probability that a
given boulder would be moved during the course of 1 month. A
class of mainly small boulders (which required a force of less than
49 Newtons to move them) had a monthly probability of move-
ment of 42%. An intermediate class (which required a force of
50–294 N) had a much smaller monthly probability of movement,
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9%. Finally, the class of mainly large boulders (which required a
force >294 N) moved with a probability of only 0.1% per month.
The ‘disturbability’ of the boulders had to be assessed in terms
of the force required to move them, rather than simply in terms
of top surface area, because some rocks which appeared to be 
small were actually stable portions of larger, buried boulders, 
and a few large boulders with irregular shapes moved when a 
relatively small force was applied. The three classes of boulder
(<49, 50–294 and >294 N) can be viewed as patches exposed to
a decreasing frequency of disturbance when waves caused by 
winter storms overturn them.

Species richness increased during early stages of succession
through a process of colonization by the pioneer green alga 
Ulva spp. and various other algae, but declined again at the 
climax because of competitive exclusion by the perennial red 
alga Gigartina canaliculata. It is important to note that the same
succession occurred on small boulders that had been artificially
made stable. Thus, variations in the communities associated
with the surfaces of boulders of different size were not simply 
an effect of size, but rather of differences in the frequency with
which they were disturbed.

Communities on unmanipulated
boulders in each of the three size/
disturbability classes were assessed on
four occasions. Table 16.4 shows that

the percentage of bare space decreased from small to large 
boulders, indicating the effects of the greater frequency of dis-
turbance of small boulders. Mean species richness was lowest 
on the regularly disturbed small boulders. These were dominated
most commonly by Ulva spp. (and barnacles, Chthamalus fissus).
The highest levels of species richness were consistently recorded

on the intermediate boulder class. Most held mixtures of three
to five abundant species from all successional stages. The largest
boulders had a lower mean species richness than the inter-
mediate class, although a monoculture was achieved on only a
few boulders. G. canaliculata covered most of the rock surfaces.

These results offer strong support for the intermediate dis-
turbance hypothesis as far as frequency of appearance of gaps 
is concerned. However, we must be careful not to lose sight of 
the fact that this is a highly stochastic process. By chance, some
small boulders were not overturned during the period of study.
These few were dominated by the climax species G. canaliculata.
Conversely, two large boulders in the May census had been
overturned, and these became dominated by the pioneer Ulva.
On average, however, species richness and species composition
followed the predicted pattern.

This study deals with a single community conveniently com-
posed of identifiable patches (boulders) that become gaps (when
overturned by waves) at short, intermediate or long intervals.
Recolonization occurs mainly from propagules derived from
other patches in the community. Because of the pattern of dis-
turbance, this mixed boulder community is more diverse than would
be one with only large boulders.

Disturbances in small streams often
take the form of bed movements dur-
ing periods of high discharge. Because
of differences in flow regimes and in the substrates of stream beds,
some stream communities are disturbed more frequently and 
to a larger extent than others. This variation was assessed in 54
stream sites in the Taieri River in New Zealand (Townsend et al.,
1997) by recording the frequency at which at least 40% (chosen
arbitrarily) of the bed moved and the average percentage that
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moved (assessed on five occasions during 1 year, using painted
particles of sizes characteristic of the stream bed in question). The
pattern of richness of insect species conformed to the intermedi-
ate disturbance hypothesis (Figure 16.18). It is likely that low rich-
ness at high frequencies and intensities of disturbance reflects the
inability of many species to persist in such situations. Whether
low richness at low frequencies and intensities of disturbance is
due to competitive exclusion, as proposed in the intermediate 
disturbance hypothesis, remains to be tested.

16.7.3 Formation and filling of gaps

Gaps of different sizes may influence
community structure in different ways
because of contrasting mechanisms of
recolonization. The centers of very large gaps are most likely to
be colonized by species producing propagules that travel relatively
great distances. Such mobility is less important in small gaps, since
most recolonizing propagules will be produced by adjacent estab-
lished individuals. The smallest gaps of all may be filled simply
by lateral movements of individuals around the periphery.

Intertidal beds of mussels provide excellent opportunities 
to study the processes of formation and filling-in of gaps. In the
absence of disturbance, mussel beds may persist as extensive
monocultures. More often, they are an ever-changing mosaic of
many species that inhabit gaps formed by the action of waves.
Gaps can appear virtually anywhere, and may exist for years 
as islands in a sea of mussels. The size of these gaps at the time
of formation ranges from the dimensions of a single mussel 
to hundreds of square meters. In general, a mussel or group of 
mussels becomes infirm or damaged through disease, predation,
old age or, most often, the effects of storm waves or battering
by logs. Gaps begin to fill as soon as they are formed.

••••

Species richness
Boulder class Percentage

Census date (N) bare space Mean Standard error Range

November 1975 < 49 78.0 1.7 0.18 1–4
50–294 26.5 3.7 0.28 2–7

> 294 11.4 2.5 0.25 1–6

May 1976 < 49 66.5 1.9 0.19 1–5
50–294 35.9 4.3 0.34 2–6

> 294 4.7 3.5 0.26 1–6

October 1976 < 49 67.7 1.9 0.14 1–4
50–294 32.2 3.4 0.40 2–7

> 294 14.5 2.3 0.18 1–6

May 1977 < 49 49.9 1.4 0.16 1–4
50–294 34.2 3.6 0.20 2–5

> 294 6.1 3.2 0.21 1–5

Table 16.4 Seasonal patterns in bare
space and species richness on boulders in
each of three classes, categorized according
to the force (in Newtons) required to move
them. (After Sousa, 1979b.)
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Figure 16.18 Relationship between invertebrate species richness
and: (a) frequency of disturbance – assessed as the number of
occasions in 1 year when more than 40% of the bed moved
(analysis of variance significant at P < 0.0001), and (b) intensity 
of disturbance – average percentage of the bed that moved
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assessed at 54 stream sites in the Taieri River, New Zealand. 
The patterns are essentially the same; intensity and frequency of
disturbance are strongly correlated. (After Townsend et al., 1997.)
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In their experimental study of 
mussel beds of Brachidontes solisianus

and B. darwinius in Brazil, Tanaka and Magalhaes (2002) aimed
to determine the differential effects of patch size and perimeter :
area ratio on the dynamics of succession. In an experiment on 
one moderately exposed shoreline, they created square gaps with 
different areas (because of identical shapes, the bigger squares 
had smaller perimeter : area ratios) (Table 16.5). On a nearby and
physically very similar shore, they created patches of four differ-
ent shapes and chose areas for each that produced identical
perimeter : area ratios (Figure 16.19a). Note that a circle has the
most perimeter per unit area of any shape. The gap sizes were
within the range observed for natural gaps, which did not differ
on the two shores (Figure 16.19b).

Higher densities of the herbivorous
limpet Collisella subrugosa occurred in the
small gaps in the first 6 months after gap
formation (Figure 16.19c). Small gaps,
compared to medium and large gaps,
were also most quickly colonized by 

lateral migration of the two mussel species, but with B. darwinius
predominating. The larger gaps had higher densities of the barn-
acle Chthamalus bisinuatus and sheltered more limpets at their 
edges, while central areas had more Brachiodontes recruited from
larvae after 6 months (Figure 16.19d). The gaps with identical
perimeter : area ratios showed very similar patterns of coloniza-
tion despite their different sizes, emphasizing that colonization
dynamics are mainly determined by distance from adjacent sources
of colonists.

The limpet is probably associated with patch edges because
here they are less vulnerable to visually hunting predators. The
negative relationship between distributions of the limpet and 
the barnacle may be due to the former dislodging the latter from 
the substrate. Tanaka and Magalhaes conclude that the mussel

B. darwinius is a more effective colonist of disturbed patches 
than B. solisianus, and suggest that B. darwinius would gradually
come to dominate the whole of the shoreline if it were not for
occasional massive recruitment events of B. solisianus.

The pattern of colonization of gaps
in mussel beds is repeated in almost
every detail in the colonization of gaps
in grassland caused by burrowing animals or patches killed by urine.
Initially, leaves lean into the gap from plants outside it. Then 
colonization begins by clonal spread from the edges, and a very
small gap may close up quickly. In larger gaps, new colonists may
enter as dispersed seed, or germinate from the seed bank in the
soil. Over 2–3 years the vegetation begins to acquire the character
that it had before the gap was formed.

The gaps produced in forests vary
greatly in size. Lightning-induced gaps
in mangrove forest in the Dominican
Republic, for example, range from 200 to 1600 m2 or more
(Figure 16.20). Lightning almost always kills groups of trees in a
20–30 m circle, and the trees remain as standing dead for several
years. In a forest dominated by red mangrove Rhizophora mangle
and white mangrove Laguncularia racemosa, and with some black
mangrove Avicennia germinans, Sherman et al. (2000) compared 
the performance of the three species in lightning gaps and under
forest canopy. Seedling density did not differ in gaps and intact
forest, but sapling density and the growth rates of all three
species were much higher in the gaps (Table 16.6). However, gap
regeneration was dominated by R. mangle because its mortality
rate was much lower in gaps than was the case for the other species.
Sherman et al. (2000) note that the peat mat on the forest floor
usually collapses after lightning damage, resulting in increased 
levels of standing water. They suggest that the success of R. mangle
in gaps is due to their higher tolerance of flooding conditions.

Organisms other than plants can also be overrepresented in
gaps. In a study of tropical rainforest in Costa Rica, Levey (1988)
found that nectarivorous and frugivorous birds were much more
abundant in treefall gaps, reflecting the fact that understory
plants in gaps tend to produce more fruit over a longer period
than conspecifics fruiting under a closed canopy.

16.7.4 Founder-controlled communities

In the dominance-controlled commun-
ities discussed in Section 16.7.1 there was
the familiar r and K selection dichotomy
in which colonizing ability and com-
petitive status are inversely related. In
founder-controlled communities, on the
other hand, all species are both good colonists and essentially 
equal competitors; thus, within a patch opened by disturbance,
a competitive lottery rather than a predictable succession is to 

••••
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Table 16.5 Measures of area, perimeter and perimeter : area
ratio for the experimental gaps created in two experiments on
semiexposed shores in southeast Brazil. (From Tanaka &
Magalhaes, 2002.)

Area (cm2) Perimeter (cm) Perimeter : area ratio

Patch size effects
Square 25 20 0.8
Square 100 40 0.2
Square 400 80 0.2

Patch shape effects
Square 100.0 40.0 0.4
Circle 78.5 31.4 0.4
Rectangle 112.5 45.0 0.4
Sector 190.1 78.6 0.4
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be expected. If a large number of species are approximately
equivalent in their ability to invade gaps, are equally tolerant 
of the abiotic conditions and can hold the gaps against all 
comers during their lifetime, then the probability of competitive
exclusion may be much reduced in an environment where gaps
are appearing continually and randomly. A further condition for
coexistence is that the number of young that invade and occupy
the gaps should not be consistently greater for parent popula-
tions that produce more offspring, otherwise the most productive
species would come to monopolize space even in a continuously
disturbed environment.

If these idealized conditions are met,
it is possible to envisage how the occu-
pancy of a series of gaps will change
through time (Figure 16.21). On each

occasion that an organism dies (or is killed) the gap is reopened
for invasion. All conceivable replacements are possible and
species richness will be maintained at a high level. Some tropical
reef communities of fish may conform to this model (Sale, 1977,
1979). They are extremely diverse. For example, the number of
species of fish on the Great Barrier Reef ranges from 900 in the
south to 1500 in the north, and more than 50 resident species 

may be recorded on a single patch of reef 3 m in diameter. 
Only a proportion of this diversity is likely to be attributable to
resource partitioning of food and space – indeed, the diets of 
many of the coexisting species are very similar. In this commun-
ity, vacant living space seems to be a crucial limiting factor, and
it is generated unpredictably in space and time when a resident
dies or is killed. The lifestyles of the species match this state of
affairs. They breed often, sometimes year-round, and produce
numerous clutches of dispersive eggs or larvae. It can be argued
that the species compete in a lottery for living space in which 
larvae are the tickets, and the first arrival at the vacant space wins
the site, matures quickly and holds the space for its lifetime.

Three species of herbivorous pomacentrid fish co-occur on 
the upper slope of Heron Reef, part of the Great Barrier Reef 
off eastern Australia. Within rubble patches, the available space
is occupied by a series of contiguous and usually nonoverlapping
territories, each up to 2 m2 in area, held by individuals of Eupo-
macentrus apicalis, Plectroglyphidodon lacrymatus and Pomacentrus
wardi. Individuals hold territories throughout their juvenile and
adult life and defend them against a broad range of chiefly 
herbivorous species, including conspecifics. There seems to be no
particular tendency for space initially held by one species to be
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Figure 16.20 Frequency distribution of gaps created by 
lightning in a tropical mangrove forest in the Dominican 
Republic. (After Sherman et al., 2000.)

Initial sapling diameter Growth rate–diameter 
(cm ± SE) increment (cm ± SE) Mortality (%)

Gaps Canopy Gaps Canopy Gaps Canopy

Rhizophora mangle 1.9 ± 0.06 2.3 ± 0.06 0.58 ± 0.03 0.09 ± 0.01 9 16
Laguncularia racemosa 1.7 ± 0.11 1.8 ± 0.84 0.46 ± 0.04 0.11 ± 0.06 32 40
Avicennia germinans 1.3 ± 0.25 1.7 ± 0.45 0.51 ± 0.04 – 56 88

Table 16.6 Initial size, and growth 
and mortality rates over a 1-year period 
of saplings of three mangrove species in
lightning-induced gaps and under intact
forest canopy. (After Sherman et al., 2000.)
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taken up, following mortality, by the same species. Nor is any
successional sequence of ownership evident (Table 16.7). P. wardi
both recruited and lost individuals at a higher rate than the 
other two species, but all three species appear to have recruited
at a sufficient level to balance their rates of loss and maintain a
resident population of breeding individuals.

Thus, the maintenance of high reef
diversity depends, at least in part, on 
the unpredictability of the supply of
living space; and as long as all species

win some of the time and in some places, they will continue to
put larvae into the plankton, and hence, into the lottery for new
sites. An analogous situation has been postulated for the highly
diverse chalk grasslands of Great Britain (Grubb, 1977) and even
for trees in temperate and tropical forest gaps (Busing & Brokaw,
2002). Any small gap that appears is rapidly exploited, by a seed
in grassland and very often by a sapling in a forest gap. In these
cases, the tickets in the lottery are saplings or seeds (either in the
act of dispersal or as components of a persistent seed bank in the
soil). Which seeds or saplings develop to established plants, and
therefore which species comes to occupy the gap, may depend
on a strong random element since many species overlap in their
requirements for successful growth. The successful plant rapidly
establishes itself and retains the patch for its lifetime, in a similar
way to the reef fish described above.

16.8 Conclusions: the need for a landscape
perspective

The lottery hypothesis and the notion
of the founder-controlled community
were important steps in the develop-
ment of our understanding of the range
of community dynamics that can occur.

However, these should be viewed not as hard and fast rules to
which some communities are subject, but rather as extremes 
on a continuum from dominance to founder control. Real com-
munities may be closer to one or other end of this continuum,
but in reality component species or component patches may be
dominance controlled or founder controlled within the same
community. Syms and Jones (2000), for example, acknowledge
that more than half of within-reef variation in fish species com-
position in their study of patch reefs in the Great Barrier Reef 
was attributable to unexplained, and thus possibly stochastic, 
factors such as those emphasized in the lottery hypothesis. But a
significant proportion of variation could be explained by specific
habitat requirements of the constituent species.

More generally, no community is
truly the homogeneous, temporally
invariant system described by simple
Lotka–Volterra mathematics and ex-
emplified by laboratory microcosms,
although some are less variable than others. In most real com-
munities, population dynamics will be spatially distributed and 
temporal variation will be present. In a closed system, com-
posed of a single patch, species extinctions can occur for two 
very different reasons: (i) as a result of biotic instability caused
by competitive exclusion, overexploitation and other strongly 
destabilizing species interactions; or (ii) as a result of environmental
instability caused by unpredictable disturbances and changes in
conditions. By integrating unstable patches of either of these types
into the open system of a larger landscape (consisting of many
patches out of phase with each other), persistent species-rich
communities can result (DeAngelis & Waterhouse, 1987). This is
the principal message to emerge from the patch dynamics per-
spective, and its larger scale counterpart, ‘landscape ecology’
(Wiens et al., 1993), stressing the importance of the spatial 
scale at which we view communities and the open nature of 
most of them. Note the strong link between the patch dynamics
view of community organization and metapopulation theory, 
which deals with the effects on the dynamics of populations of
dividing them into fragments (see Section 6.9). In a model that
combines extinction–colonization dynamics (the metapopulation
approach) with the dynamics of patch succession, Amarasekare
and Possingham (2001) show that persistence of a species in the
landscape depends: (i) on the net rate at which suitable patches
arise relative to the species’ colonization ability; as well as 
(ii) the longevity of the dormant stages (e.g. seed bank) relative
to disturbance frequency.

Future development of ideas about
patch dynamics is likely to concern 
the consequences of multiple classes of
disturbance. Steinauer and Collins (2001) have made a start by
showing that disturbances caused by urine deposition and grazing
by bison (Bos bison) interact with each other. The abundance of four
common grass species, and of all of them combined, increased

••••

Table 16.7 Numbers of individuals of each species observed
occupying sites, or parts of sites, that had been vacated during 
the immediately prior interperiod between censuses through the
loss of residents of each species. The sites vacated through loss of 
120 residents have been reoccupied by 131 fish; the species of the
new occupant is not dependent on the species of the previous
resident.

Reoccupied by:

Resident lost E. apicalis P. lacrymatus P. wardi

Eupomacentrus apicalis 9 3 19
Plectroglyphidodon lacrymatus 12 5 9
Pomacentrus wardi 27 18 29
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Finally, just as we can readily see
how community dynamics may vary
according to the order in which colon-
izing species happen to appear after a
disturbance, it is equally the case that the order in which differ-
ent kinds of disturbance occur may affect the outcome. Fukami
(2001) addressed this issue by introducing two classes of distur-
bance (drought or the addition of predatory mosquito larvae) 
in various sequences to laboratory micrososms of protists and 
small metazoans (analogous to natural communities in water-
filled bamboo stumps). Different disturbance sequences drove the
microcosms into different successional trajectories, sometimes 
leading to divergence in final community composition (both in
terms of species richness and relative abundance of the com-
ponent species). This is illustrated graphically by ordination 
diagrams (see Section 16.3.2) that show the sequence of positions
of communities in the same ordination space through experi-
ments where disturbances were imposed in different sequences
(Figure 16.22). It may often be the case that a knowledge of the
disturbance history will be needed to predict the responses of 
communities to disturbances imposed in the future (such as
global climate change).

Summary

The community is an assemblage of species populations that 
occur together in space and time. Community ecology seeks to
understand the manner in which groupings of species are dis-
tributed in nature, and how they are influenced by their abiotic
environment and by species interactions.

We begin by explaining how the structure of communities 
can be measured and described, in terms of species composition,
species richness, diversity, equitability (evenness) and rank–
abundance diagrams.

••••

Figure 16.22 (left) Temporal changes in species composition 
and relative abundance of microcosms composed of a specific mix
of protists and metazoans. The change is expressed in ordination
plots based on a procedure called detrended correspondence
analysis (DCA). (Recall that ordination is a mathematical treatment
that allows communities to be organized on a graph so that 
those that are most similar in species composition and relative
abundance appear closest together, whilst communities that 
differ greatly in the relative importance of a similar set of species,
or that possess quite different species, appear far apart.) Data
points are the mean ordination scores on different days in the
experiment (from day 5 to day 35). The letter D indicates periods
of drought disturbance, and the letter M, mosquito disturbance.
(a–e) The results of the control and disturbances imposed in
different sequences. (After Fukami, 2001.)
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on urine patches in ungrazed prairie grassland. However, the 
abundance of the grass Andropogon gerardii, and all grasses com-
bined, decreased on urine patches in grazed prairie. The changed
dynamics reflect the fact that bison preferentially graze on urine
patches. In addition, grazed areas initiated on urine patches tend
to expand well beyond the area of urine deposition, increasing
the size and severity of disturbance by grazing.
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The assessment of community patterns in space has progressed
from subjective ‘gradient analysis’ to objective mathematical
approaches (‘classification’ and ‘ordination’) that permit rela-
tionships between community composition and abiotic factors 
to be systematically explored. We note that most communities
are not delimited by sharp boundaries, where one group of
species is abruptly replaced by another. Moreover a given species
that occurs in one predictable association is also quite likely to
occur with another group of species under different conditions
elsewhere.

Just as the relative importance of species varies in space, so
their patterns of abundance may change with time. A particular
species can occur where it is capable of reaching a location,
appropriate conditions and resources exist, and competitors, pred-
ators and parasites do not preclude it. A temporal sequence in the
appearance and disappearance of species therefore requires that

conditions, resources and/or the influence of enemies themselves
vary with time. We emphasize and explain patterns of community
change that follow a disturbance. Sometimes these patterns are
predictable (succession; dominance control), in other cases highly
stochastic (founder control).

Although we can discern and often explain patterns in com-
munity composition in space and in time, it is often more mean-
ingful to consider space and time together. The patch dynamics
concept of communities views the landscape as patchy, with
patches being disturbed and recolonized by individuals of various
species. Implicit in this view are critical roles for disturbance 
as a reset mechanism, and of migration between habitat patches.
The community dynamics of patchy landscapes are strongly
influenced by the frequency of gap formation and the sizes and
shapes of these gaps in relation to the colonization and com-
petitive properties of the species concerned.

••
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17.1 Introduction

All biological entities require matter for their construction and
energy for their activities. This is true not only for individual 
organisms, but also for the populations and communities that 
they form in nature. The intrinsic importance of fluxes of energy
(this chapter) and of matter (see Chapter 18) means that com-
munity processes are particularly strongly linked with the abiotic
environment. The term ecosystem is used to denote the biolo-
gical community together with the abiotic environment in which
it is set. Thus, ecosystems normally include primary producers,
decomposers and detritivores, a pool of dead organic matter, 
herbivores, carnivores and parasites plus the physicochemical
environment that provides the living conditions and acts both 
as a source and a sink for energy and matter. Thus, as is the case
with all chapters in Part 3 of this book, our treatment calls upon
knowledge of individual organisms in relation to conditions and
resources (Part 1) together with the diverse interactions that
populations have with one another (Part 2).

A classic paper by Lindemann (1942)
laid the foundations of a science of
ecological energetics. He attempted 
to quantify the concept of food chains
and food webs by considering the effici-

ency of transfer between trophic levels – from incident radiation
received by a community through its capture by green plants in
photosynthesis to its subsequent use by herbivores, carnivores and
decomposers. Lindemann’s paper was a major catalyst for the
International Biological Programme (IBP), which, with a view to
human welfare, aimed to understand the biological basis of pro-
ductivity of areas of land, fresh waters and the seas (Worthington,
1975). The IBP provided the first occasion on which biologists
throughout the world were challenged to work together towards
a common end. More recently, a further pressing issue has again
galvanized the community of ecologists into action. Deforestation,
the burning of fossil fuels and other pervasive human influences

are causing dramatic changes to global climate and atmospheric
composition, and can be expected in turn to influence patterns
of productivity on a global scale. Much of the current work on
productivity has a prime objective of providing the basis for pre-
dicting the effects of changes in climate, atmospheric composition
and land use on terrestrial and aquatic ecosystems (aspects that
will be dealt with in Chapter 22).

The decades since Lindemann’s
classic work have seen a progressive
improvement in technology to assess
productivity. Early calculations in ter-
restrial ecosystems involved sequential
measurements of biomass of plants (usually just the above-
ground parts) and estimates of energy transfer efficiency between
trophic levels. In aquatic ecosystems, production estimates relied
on changes in the concentrations of oxygen or carbon dioxide 
measured in experimental enclosures. Increasing sophistication 
in the measurement, in situ, of chlorophyll concentrations and of
the gases involved in photosynthesis, coupled with the develop-
ment of satellite remote-sensing techniques, now permit the
extrapolation of local results to the global scale (Field et al., 1998).
Thus, satellite sensors can measure vegetation cover on land and
chlorophyll concentrations in the sea, from which rates of light
absorption are calculated and, based on our understanding of 
photosynthesis, these are converted to estimates of productivity
(Geider et al., 2001).

Before proceeding further it is 
necessary to define some new terms.
The bodies of the living organisms
within a unit area constitute a standing
crop of biomass. By biomass we mean the mass of organisms per
unit area of ground (or per unit area or unit volume of water)
and this is usually expressed in units of energy (e.g. J m−2) or dry
organic matter (e.g. t ha−1) or carbon (e.g. g C m−2). The great 
bulk of the biomass in communities is almost always formed 
by plants, which are the primary producers of biomass because of
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their almost unique ability to fix carbon in photosynthesis. (We
have to say ‘almost unique’ because bacterial photosynthesis and
chemosynthesis may also contribute to forming new biomass.)
Biomass includes the whole bodies of the organisms even though
parts of them may be dead. This needs to be borne in mind, 
particularly when considering woodland and forest communities 
in which the bulk of the biomass is dead heartwood and bark.
The living fraction of biomass represents active capital capable
of generating interest in the form of new growth, whereas the
dead fraction is incapable of new growth. In practice we include
in biomass all those parts, living or dead, which are attached to
the living organism. They cease to be biomass when they fall off
and become litter, humus or peat.

The primary productivity of a com-
munity is the rate at which biomass 
is produced per unit area by plants, the
primary producers. It can be expressed
either in units of energy (e.g. J m−2 day−1)
or dry organic matter (e.g. kg ha−1 year−1)
or carbon (e.g. g C m−2 year−1). The total

fixation of energy by photosynthesis is referred to as gross primary
productivity (GPP). A proportion of this is respired away by the
plants (autotrophs) and is lost from the community as respiratory
heat (RA – autotrophic respiration). The difference between GPP
and RA is known as net primary productivity (NPP) and represents
the actual rate of production of new biomass that is available 
for consumption by heterotrophic organisms (bacteria, fungi and
animals). The rate of production of biomass by heterotrophs is
called secondary productivity.

Another way to view energy flux 
in ecosystems involves the concept of
net ecosystem productivity (NEP, using
the same units as GPP or NPP). This
acknowledges that the carbon fixed in
GPP can leave the system as inorganic
carbon (usually carbon dioxide) via

either autotrophic respiration (RA) or, after consumption by 
heterotrophs, via heterotrophic respiration (RH)—the latter consisting
of respiration by bacteria, fungi and animals. Total ecosystem 
respiration (RE) is the sum of RA and RH. NEP then is equal to
GPP – RE. When GPP exceeds RE, the ecosystem is fixing carbon
faster than it is being released and thus acts as a carbon sink. 
When RE exceeds GPP, carbon is being released faster than it 
is fixed and the ecosystem is a net carbon source. That the rate
of ecosystem respiration can exceed GPP may seem paradoxical.
However, it is important to note that an ecosystem can receive
organic matter from sources other than its own photosynthesis
– via the import of dead organic matter that has been produced
elsewhere. Organic matter produced by photosynthesis within an
ecosystem’s boundaries is known as autochthonous, whereas that
imported from elsewhere is called allochthonous.

In what follows we deal first with large-scale patterns in 
primary productivity (Section 17.2) before considering the factors
that limit productivity in terrestrial (Section 17.3) and aquatic
(Section 17.4) settings. We then turn to the fate of primary 
productivity and consider the flux of energy through food webs
(Section 17.5), placing particular emphasis on the relative import-
ance of grazer and decomposer systems (we return to food webs
and their detailed population interactions in Chapter 20). We 
finally turn to seasonal and longer term variations in energy flux
through ecosystems.

17.2 Patterns in primary productivity

The net primary production of the planet
is estimated to be about 105 petagrams
of carbon per year (1 Pg = 1015 g) (Geider
et al., 2001). Of this, 56.4 Pg C year−1 is
produced in terrestrial ecosystems and
48.3 Pg C year−1 in aquatic ecosystems
(Table 17.1). Thus, although oceans

••••
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Marine NPP Terrestrial NPP

Tropical and subtropical oceans 13.0 Tropical rainforests 17.8
Temperate oceans 16.3 Broadleaf deciduous forests 1.5
Polar oceans 6.4 Mixed broad/needleleaf forests 3.1
Coastal 10.7 Needleleaf evergreen forests 3.1
Salt marsh/estuaries/seaweed 1.2 Needleleaf deciduous forests 1.4
Coral reefs 0.7 Savannas 16.8

Perennial grasslands 2.4
Broadleaf shrubs with bare soil 1.0
Tundra 0.8
Desert 0.5
Cultivation 8.0

Total 48.3 Total 56.4

Table 17.1 Net primary production 
(NPP) per year for major biomes and for
the planet in total (in units of petragrams 
of C). (From Geider et al., 2001.)
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cover about two-thirds of the world’s surface, they account for
less than half of its production. On the land, tropical rainforests
and savannas account between them for about 60% of terrestrial
NPP, reflecting the large areas covered by these biomes and 
their high levels of productivity. All biological activity is ultimately
dependent on received solar radiation but solar radiation alone
does not determine primary productivity. In very broad terms,
the fit between solar radiation and productivity is far from per-
fect because incident radiation can be captured efficiently only 
when water and nutrients are available and when temperatures
are in the range suitable for plant growth. Many areas of land
receive abundant radiation but lack adequate water, and most areas
of the oceans are deficient in mineral nutrients.

17.2.1 Latitudinal trends in productivity

In the forest biomes of the world a
general latitudinal trend of increasing
productivity can be seen from boreal,
through temperate, to tropical condi-
tions (Table 17.2). However, there is 

also considerable variation, much of it due to differences in
water availability, local topography and associated variations 
in microclimate. The same latitudinal trend (and local variations)
exists in the above-ground productivity of grassland communities
(Figure 17.1). Note the considerable differences in the relative 
importance of above-ground and below-ground productivity in
the different grassland biomes. It is technically difficult to estimate
below-ground productivity and early reports of NPP often ignored
or underestimated the true values. As far as aquatic communities
are concerned, a latitudinal trend is clear in lakes (Brylinski & Mann,
1973) but not in the oceans, where productivity may more often
be limited by a shortage of nutrients – very high productivity 
occurs in marine communities where there are upwellings of 
nutrient-rich waters, even at high latitudes and low temperatures.

The overall trends with latitude suggest that radiation (a resource)
and temperature (a condition) may often limit the productivity of
communities. But other factors frequently constrain productivity
within even narrower limits.

17.2.2 Seasonal and annual trends in primary
productivity

The large ranges in productivity in
Table 17.2 and the wide confidence
intervals in Figure 17.1 emphasize the
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Table 17.2 Gross primary productivity (GPP) of forests at various
latitudes in Europe and North and South America, estimated as
the sum of net ecosystem productivity and ecosystem respiration
(calculated from CO2 fluxes measured in the forest canopies – only
one estimate for tropical forest was included by the reviewers).
(From data in Falge et al., 2002.)

Range of GPP estimates Mean of estimates
Forest type (g C m−2 year−1) (g C m−2 year−1)

Tropical rainforest 3249 3249
Temperate deciduous 1122–1507 1327
Temperate coniferous 992–1924 1499
Cold temperate deciduous 903–1165 1034
Boreal coniferous 723–1691 1019
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Figure 17.1 (a) The location of 31 grassland study sites included
in this analysis. (b) Above-ground net primary productivity 
(ANPP) and below-ground net primary productivity (BNPP) 
for five categories of grassland biomes (BNPP not available 
for temperate steppe). The values in each case are averages for
4–8 grassland studies. The technique involved summing
increments in the biomass of live plants, standing dead matter 
and litter between successive samples in the study period 
(average 6 years). (From Scurlock et al., 2002.)
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considerable variation that exists within a given class of ecosys-
tems. It is important to note also that productivity varies from
year to year in a single location (Knapp & Smith, 2001). This is
illustrated for a temperate cropland, a tropical grassland and a trop-
ical savanna in Figure 17.2. Such annual fluctuations no doubt
reflect year-to-year variation in cloudless days, temperature and
rainfall. At a smaller temporal scale, productivity reflects seasonal
variations in conditions, particularly in relation to the conse-
quences of temperature for the length of the growing season. For
example, the period when daily GPP is high persists for longer
in temperate than in boreal situations (Figure 17.3). Moreover,
the growing season is more extended but the amplitude of sea-
sonal change is smaller in evergreen coniferous forests than in their
deciduous counterparts (where the growing season is curtailed by
the shedding of leaves in the fall).

17.2.3 Autochthonous and allochthonous production

All biotic communities depend on a
supply of energy for their activities. 
In most terrestrial systems this is con-
tributed in situ by the photosynthesis of

green plants – this is autochthonous production. Exceptions
exist, however, particularly where colonial animals deposit feces
derived from food consumed at a distance from the colony 
(e.g. bat colonies in caves, seabirds on coastland) – guano is an 
example of allochthonous organic matter (dead organic material
formed outside the ecosystem).

In aquatic communities, the auto-
chthonous input is provided by the
photosynthesis of large plants and
attached algae in shallow waters (littoral
zone) and by microscopic phytoplankton

in the open water. However, a substantial proportion of the
organic matter in aquatic communities comes from allochthon-
ous material that arrives in rivers, via groundwater or is blown
in by the wind. The relative importance of the two autochthonous
sources (littoral and planktonic) and the allochthonous source of
organic material in an aquatic system depends on the dimensions
of the body of water and the types of terrestrial community that
deposit organic material into it.

A small stream running through a wooded catchment 
derives most of its energy input from litter shed by surrounding
vegetation (Figure 17.4). Shading from the trees prevents any
significant growth of planktonic or attached algae or aquatic
higher plants. As the stream widens further downstream, shading
by trees is restricted to the margins and autochthonous primary
production increases. Still further downstream, in deeper and more
turbid waters, rooted higher plants contribute much less, and the
role of the microscopic phytoplankton becomes more important.
Where large river channels are characterized by a flood plain, with
associated oxbow lakes, swamps and marshes, allochthonous 
dissolved and particulate organic may be carried to the river 
channel from its flood plain during episodes of flooding ( Junk 
et al., 1989; Townsend 1996).

The sequence from small, shallow lakes to large, deep ones
shares some of the characteristics of the river continuum just 
discussed (Figure 17.5). A small lake is likely to derive quite a large
proportion of its energy from the land because its periphery is
large in relation to its area. Small lakes are also usually shallow,
so internal littoral production is more important than that by 
phytoplankton. In contrast, a large, deep lake will derive only 
limited organic matter from outside (small periphery relative to
lake surface area) and littoral production, limited to the shallow
margins, may also be low. The organic inputs to the community
may then be due almost entirely to photosynthesis by the 
phytoplankton.
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Figure 17.2 Interannual variation 
in net primary productivity (NPP) in 
a grassland in Queensland, Australia 
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(After Zheng et al., 2003.)
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Figure 17.3 Seasonal development of maximum daily gross primary productivity (GPP) for deciduous and coniferous forests in 
temperate (Europe and North America) and boreal locations (Canada, Scandinavia and Iceland). The different symbols in each panel 
relate to different forests. Daily GPP is expressed as the percentage of the maximum achieved in each forest during 365 days of the year.
(After Falge et al., 2002.)
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Estuaries are often highly productive systems, receiving
allochthonous material and a rich supply of nutrients from the
rivers that feed them. The most important autochthonous con-
tribution to their energy base varies. In large estuarine basins, with
restricted interchange with the open ocean and with small marsh
peripheries relative to basin area, phytoplankton tend to domin-
ate. By contrast, seaweeds dominate in some open basins with
extensive connections to the sea. In turn, continental shelf 
communities derive a proportion of their energy from terrestrial
sources (particularly via estuaries) and their shallowness often pro-
vides for significant production by littoral seaweed communities.
Indeed, some of the most productive systems of all are to be found
among seaweed beds and reefs.

Finally, the open ocean can be described in one sense as the
largest, deepest ‘lake’ of all. The input of organic material from
terrestrial communities is negligible, and the great depth precludes
photosynthesis in the darkness of the sea bed. The phytoplank-
ton are then all-important as primary producers.

17.2.4 Variations in the relationship of productivity 
to biomass

We can relate the productivity of 
a community to the standing crop
biomass that produces it (the interest
rate on the capital). Alternatively, we 
can think of the standing crop as the

biomass that is sustained by the productivity (the capital resource
that is sustained by earnings). Overall, there is a dramatic differ-
ence in the total biomass that exists on land (800 Pg) compared
to the oceans (2 Pg) and fresh water (< 0.1 Pg) (Geider et al., 2001).
On an areal basis, biomass on land ranges from 0.2 to 200 kg m−2,
in the oceans from less than 0.001 to 6 kg m−2 and in freshwater
biomass is generally less than 0.1 kg m−2 (Geider et al., 2001). The
average values of net primary productivity (NPP) and standing
crop biomass (B) for a range of community types are plotted against
each other in Figure 17.6. It is evident that a given value of NPP
is produced by a smaller biomass when nonforest terrestrial 
systems are compared with forests, and the biomass involved is
smaller still when aquatic systems are considered. Thus NPP : B
ratios (kilograms of dry matter produced per year per kilogram
of standing crop) average 0.042 for forests, 0.29 for other terrest-
rial systems and 17 for aquatic communities. The major reason
for this is almost certainly that a large proportion of forest
biomass is dead (and has been so for a long time) and also 
that much of the living support tissue is not photosynthetic. 
In grassland and scrub, a greater proportion of the biomass is 
alive and involved in photosynthesis, though half or more of 
the biomass may be roots. In aquatic communities, particularly
where productivity is due mainly to phytoplankton, there is 
no support tissue, there is no need for roots to absorb water and
nutrients, dead cells do not accumulate (they are usually eaten
before they die) and the photosynthetic output per kilogram of
biomass is thus very high indeed. Another factor that helps to
account for high NPP : B ratios in phytoplankton communities is
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the rapid turnover of biomass (turnover times of biomass in
oceans and fresh waters average 0.02–0.06 years, compared to 1–
20 years on land; Geider et al., 2001). The annual NPP shown in
the figure is actually produced by a number of overlapping 
phytoplankton generations, while the standing crop biomass is 
only the average present at an instant.

Ratios of NPP to biomass tend to
decrease during successions. This is
because the early successional pioneers
are rapidly growing herbaceous species
with relatively little support tissue (see

Section 16.6). Thus, early in the succession the NPP : B ratio is high.
However, the species that come to dominate later are generally
slow growing, but eventually achieve a large size and come to
monopolize the supply of space and light. Their structure involves
considerable investment in nonphotosynthesizing and dead sup-
port tissues, and as a consequence their NPP : B ratio is low.

When attention is focused on trees, a common pattern is for
above-ground NPP to reach a peak early in succession and then
gradually decline by as much as 76%, with a mean reduction of
34% (Table 17.3). The reductions are no doubt partly due to a
shift from photosynthesizing to respiring tissues. In addition,

nutrient limitation may become more significant later in the 
succession or the longer branches and taller stems of older trees
may increase resistance to the transpiration stream and thus
limit photosynthesis (Gower et al., 1996). Trees characteristic of
different stages in succession show different patterns of NPP
with stand age. In a subalpine coniferous forest, for example, the
early successional whitebark pine (Pinus albicaulis) reached a
peak above-ground NPP at about 250 years and then declined,
whereas the late successional, shade-tolerant subalpine fir (Abies
lasiocarpa) continued towards a maximum beyond 400 years
(Figure 17.7). The late successional species allocated almost
twice as much biomass to leaves as its early successional coun-
terpart, and maintained a high photosynthesis : respiration ratio
to a greater age (Callaway et al., 2000).

17.3 Factors limiting primary productivity in
terrestrial communities

Sunlight, carbon dioxide (CO2), water and soil nutrients are 
the resources required for primary production on land, while 
temperature, a condition, has a strong influence on the rate 
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of photosynthesis. CO2 is normally present at a level of around
0.03% of atmospheric gases. Turbulent mixing and diffusion 
prevent the CO2 concentration from varying much from place to
place, except in the immediate neighborhood of a leaf, and 

CO2 probably plays little role in determining differences between
the productivities of different communities (although global
increases in CO2 concentration are expected to have profound 
effects (e.g. DeLucia et al., 1999). On the other hand, the quality
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Figure 17.7 Annual above-ground 
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Table 17.3 Above-ground net primary productivity (ANPP) for forest age sequences in contrasting biomes. (After Gower et al., 1996.)

Range of stand ages, ANPP (t dry mass ha−1 year−1)
in years (no. of stands 

Biome/species Location shown in brackets) Peak Oldest % change

Boreal
Larix gmelinii Yakutsk, Siberia 50–380 (3) 4.9 2.4 −51
Picea abies Russia 22–136 (10) 6.2 2.6 −58

Cold temperate
Abies baisamea New York, USA 0–60 (6) 3.2 1.1 −66
Pinus contorta Colorado, USA 40–245 (3) 2.1 0.5 −76
Pinus densiflora Mt Mino, Japan 16–390 (7) 16.1 7.4 −54
Populus tremuloides Wisconsin, USA 8–83 (5) 11.1 10.7 −4
Populus grandidentata Michigan, USA 10–70 4.6 3.5 −24
Pseudotsuga menziesii Washington, USA 22–73 (4) 9.9 5.1 −45

Warm temperate
Pinus elliottii Florida, USA 2–34 (6) 13.2 8.7 −34
Pinus radiata Puruki, NZ (Tahi) 2–6 (5) 28.5 28.5 0

(Rue) 2–7 (6) 29.2 23.5 −20
(Toru) 2–8 (7) 31.1 31.1 0

Tropical
Pinus caribaea Afaka, Nigeria 5–15 (4) 19.2 18.5 −4
Pinus kesiya Meghalaya, India 1–22 (9) 30.1 20.1 −33
Tropical rainforest Amazonia 1–200 (8) 13.2 7.2 −45
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and quantity of light, the availability of water and nutrients, and
temperature all vary dramatically from place to place. They are
all candidates for the role of limiting factor. Which of them actu-
ally sets the limit to primary productivity?

17.3.1 Inefficient use of solar energy

Depending on location, something
between 0 and 5 joules of solar energy
strikes each square meter of the earth’s
surface every minute. If all this were

converted by photosynthesis to plant biomass (that is, if photo-
synthetic efficiency were 100%) there would be a prodigious
generation of plant material, one or two orders of magnitude
greater than recorded values. However, much of this solar
energy is unavailable for use by plants. In particular, only about
44% of incident shortwave radiation occurs at wavelengths suit-
able for photosynthesis. Even when this is taken into account,
though, productivity still falls well below the maximum possible.
Photosynthetic efficiency has two components – the efficiency with
which light is intercepted by leaves and the efficiency with which
intercepted light is converted by photosynthesis to new biomass
(Stenberg et al., 2001). Figure 17.8 shows the range in overall net
photosynthetic efficiencies (percentage of incoming photosyn-
thetically active radiation (PAR) incorporated into above-ground
NPP) in seven coniferous forests, seven deciduous forests and eight
desert communities studied as part of the International Biological
Programme (see Section 17.1). The conifer communities had the
highest efficiencies, but these were only between 1 and 3%. For
a similar level of incoming radiation, deciduous forests achieved
0.5–1%, and, despite their greater energy income, deserts were
able to convert only 0.01–0.2% of PAR to biomass.

However, the fact that radiation is
not used efficiently does not in itself
imply that it does not limit community
productivity. We would need to 
know whether at increased intensities

of radiation the productivity increased or remained unchanged.
Some of the evidence given in Chapter 3 shows that the 
intensity of light during part of the day is below the optimum 
for canopy photosynthesis. Moreover, at peak light intensities, 
most canopies still have their lower leaves in relative gloom, and
would almost certainly photosynthesize faster if the light inten-
sity were higher. For C4 plants a saturating intensity of radiation
never seems to be reached, and the implication is that produc-
tivity may in fact be limited by a shortage of PAR even under the
brightest natural radiation.

There is no doubt, however, that what radiation is available
would be used more efficiently if other resources were in abund-
ant supply. The much higher values of community productivity
recorded from agricultural systems bear witness to this.

17.3.2 Water and temperature as critical factors

The relationship between the NPP of 
a wide range of ecosystems on the
Tibetan Plateau and both precipitation
and temperature is illustrated in Fig-
ure 17.9. Water is an essential resource both as a constituent of 
cells and for photosynthesis. Large quantities of water are lost 
in transpiration – particularly because the stomata need to be 
open for much of the time for CO2 to enter. It is not surprising
that the rainfall of a region is quite closely correlated with its 
productivity. In arid regions, there is an approximately linear
increase in NPP with increase in precipitation, but in the more
humid forest climates there is a plateau beyond which pro-
ductivity does not continue to rise. Note that a large amount of 
precipitation is not necessarily equivalent to a large amount of
water available for plants; all water in excess of field capacity will
drain away if it can. A positive relationship between productiv-
ity and mean annual temperature can also be seen in Figure 17.9.
However, the pattern can be expected to be complex because,
for example, higher temperatures are associated with rapid water
loss through evapotranspiration; water shortage may then become
limiting more quickly.

To unravel the relationships
between productivity, rainfall and
temperature, it is more instructive to
concentrate on a single ecosystem
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type. Above-ground NPP was estimated for a number of grass-
land sites along two west-to-east precipitation gradients in the
Argentinian pampas. One of these gradients was in mountainous
country and the other in the lowlands. Figure 17.10 shows the
relationship between an index of above-ground NPP (ANPP) and
precipitation and temperature for the two sets of sites. There are
strong positive relationships between ANPP and precipitation but

the slopes of the relationships differed between the two envi-
ronmental gradients (Figure 17.10a).

The relationships between ANPP and temperature are simi-
lar for two further environmental gradients (both north-to-south
elevation transects) in Figure 17.10b – both show a hump-shaped
pattern. This probably results from the overlap of two effects 
of increasing temperature: a positive effect on the length of the
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growing season and a negative effect through increased evapo-
transpiration at higher temperatures. Because temperature is the
main constraint on productivity at the cool end of the gradients,
an increase in NPP is observed as we move from the coolest to
warmer sites. However, there is a temperature value above
which the growing season does not lengthen and the dominat-
ing effect of increasing temperature is now to increase evapo-
transpiration, thus reducing water availability and curtailing
NPP (Epstein et al., 1997).

Water shortage has direct effects
on the rate of plant growth but also 
leads to the development of less dense
vegetation. Vegetation that is sparse
intercepts less light (much of which

falls on bare ground). This wastage of solar radiation is the main
cause of the low productivity in many arid areas, rather than 
the reduced photosynthetic rate of drought-affected plants. This
point is made by comparing the productivity per unit weight of
leaf biomass instead of per unit area of ground for the studies shown
in Figure 17.8. Coniferous forest produced 1.64 g g−1 year−1,
deciduous forest 2.22 g g−1 year−1 and desert 2.33 g g−1 year−1.

17.3.3 Drainage and soil texture can modify water
availability and thus productivity

There was a notable difference in the slopes of the graphs of NPP
against precipitation for the mountainous and lowland sites in
Figure 17.10. The slope was much lower in the mountainous case
and it seems likely that the steeper terrain in this region resulted
in a higher rate of water runoff from the land and, thus, a lower
efficiency in the use of precipitation ( Jobbagy et al., 2002).

A related phenomenon has been
observed when forest production on
sandy, well-drained soils is compared
with soils consisting of finer particle

sizes. Data are available for the accumulation through time of 
forest biomass at a number of sites where all the trees had 
been removed by a natural disturbance or human clearance. For
forests around the world, Johnson et al. (2000) have reported the
relationship between above-ground biomass accumulation (a
rough index of ANPP) and accumulated growing season degree-
days (stand age in years × growing season temperature × grow-
ing season as a proportion of the year). In effect, ‘growing season
degree-days’ combine the time for which the stand has been 
accumulating biomass with the average temperature at the site
in question. Figure 17.11 shows that productivity of broadleaf forests
is generally much lower, for a given value for growing season
degree-days, when the forest is on sandy soil. Such soils have 
less favorable soil-moisture-holding capacities and this accounts
in some measure for their poorer productivity. In addition, 
however, nutrient retention may be lower in coarse soils, further

reducing productivity compared to soils with finer texture. This
was confirmed by Reich et al. (1997) who, in their compilation of
data for 50 North American forests, found that soil nitrogen
availability (estimated as annual net nitrogen mineralization rate)
was indeed lower in sandier soils and, moreover, that ANPP was
lower per unit of available nitrogen in sandy situations.

17.3.4 Length of the growing season

The productivity of a community can be sustained only for that
period of the year when the plants have photosynthetically
active foliage. Deciduous trees have a self-imposed limit on the
period when they bear foliage. In general, the leaves of decidu-
ous species photosynthesize fast and die young, whereas evergreen
species have leaves that photosynthesize slowly but for longer
(Eamus, 1999). Evergreen trees hold a canopy throughout the year,
but during some seasons they may barely photosynthesize at all
or may even respire faster than they photosynthesize. Evergreen
conifers tend to dominate in nutrient-poor and cold conditions,
perhaps because in other situations their seedlings are outcom-
peted by their faster growing deciduous counterparts (Becker, 2000).

The latitudinal patterns in forest
productivity seen earlier (see Table 17.2)
are largely the result of differences in the
number of days when there is active
photosynthesis. In this context, Black 
et al. (2000) measured net ecosystem pro-
ductivity (NEP) in a boreal deciduous forest in Canada for 4 years.
First leaf emergence occurred considerably earlier in 1998 when
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the April/May temperature was warmest (9.89°C) and a month
later in 1996 when the April/May temperature was coldest (4.24°C)
(Figure 17.12a, b). Equivalent spring temperatures in 1994 and 1997
were 6.67 and 5.93°C. The difference in the length of the growing
season in the four study years can be gauged from the pattern of
cumulative NEP (Figure 17.12c). During winter and early spring,
NEP was negative because ecosystem respiration exceeded gross

ecosystem productivity. NEP became positive earlier in warmer
years (particularly 1998) so that overall total carbon sequestered
by the ecosystem in the four years was 144, 80, 116 and 290 g C
m−2 year−1 for 1994, 1996, 1997 and 1998, respectively.

In our earlier discussion of the study of Argentinian pampas
communities (see Figure 17.10) we noted that higher NPP was
not only directly affected by precipitation and temperature but was
partly determined by length of the growing season. Figure 17.13
shows that the start of the growing season was positively related
to mean annual temperature (paralleling the boreal forest study
above), whereas the end of the growing season was determined
partly by temperature but also by precipitation (it ended earlier
where temperatures were high and precipitation was low). Again
we see a complex interaction between water availability and
temperature.

17.3.5 Productivity may be low because mineral
resources are deficient

No matter how brightly the sun shines
and how often the rain falls, and no 
matter how equable the temperature is,
productivity must be low if there is no
soil in a terrestrial community, or if the soil is deficient in essen-
tial mineral nutrients. The geological conditions that determine
slope and aspect also determine whether a soil forms, and they
have a large, though not wholly dominant, influence on the min-
eral content of the soil. For this reason, a mosaic of different levels
of community productivity develops within a particular climatic
regime. Of all the mineral nutrients, the one that has the most
pervasive influence on community productivity is fixed nitrogen
(and this is invariably partly or mainly biological, not geological,
in origin, as a result of nitrogen fixation by microorganisms). There
is probably no agricultural system that does not respond to
applied nitrogen by increased primary productivity, and this may
well be true of natural vegetation as well. Nitrogen fertilizers added
to forest soils almost always stimulate forest growth.

The deficiency of other elements can also hold the productivity
of a community far below that of which it is theoretically 
capable. A classic example is deficiency of phosphate and zinc in
South Australia, where the growth of commercial forest (Monterey
pine, Pinus radiata) is made possible only when these nutrients
are supplied artificially. In addition, many tropical systems are 
primarily limited by phosphorus.

17.3.6 Résumé of factors limiting terrestrial productivity

The ultimate limit on the productivity of a community is determined
by the amount of incident radiation that it receives – without this,
no photosynthesis can occur.
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Incident radiation is used inefficiently by all communities.
The causes of this inefficiency can be traced to: (i) shortage 
of water restricting the rate of photosynthesis; (ii) shortage 
of essential mineral nutrients, which slows down the rate of 
production of photosynthetic tissue and its effectiveness in 
photosynthesis; (iii) temperatures that are lethal or too low for
growth; (iv) an insufficient depth of soil; (v) incomplete canopy
cover, so that much of the incident radiation lands on the
ground instead of on foliage (this may be because of seasonality
in leaf production and leaf shedding or because of defoliation by
grazing animals, pests and diseases); and (vi) the low efficiency
with which leaves photosynthesize – under ideal conditions,
efficiencies of more than 10% (of PAR) are hard to achieve even

in the most productive agricultural systems. However, most of
the variation in primary productivity of world vegetation is 
due to factors (i) to (v), and relatively little is accounted for by
intrinsic differences between the photosynthetic efficiencies of 
the leaves of the different species.

In the course of a year, the productivity of a community may
(and probably usually will) be limited by a succession of the fac-
tors (i) to (v). In a grassland community, for instance, the primary
productivity may be far below the theoretical maximum because
the winters are too cold and light intensity is low, the summers
are too dry, the rate of nitrogen mobilization is too slow, and for
periods grazing animals may reduce the standing crop to a level
at which much incident light falls on bare ground.
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17.4 Factors limiting primary productivity 
in aquatic communities

The factors that most frequently limit the primary productivity
of aquatic environments are the availability of light and nutrients.
The most commonly limiting nutrients are nitrogen (usually as
nitrate) and phosphorus (phosphate), but iron can be important
in open ocean environments.

17.4.1 Limitation by light and nutrients in streams

Streams flowing through deciduous
forests undergo marked transitions in
primary production by algae on the
stream bed during the growing season
as conditions shift from light-replete
early in spring to severely light-limited

when leaves develop on the overhanging trees. In a stream in
Tennessee, leaf emergence reduced PAR reaching the stream bed
from more than 1000 to less than 30 µmol m−2 s−1 (Hill et al., 2001).
The reduction in PAR was paralleled by an equally dramatic fall
in stream GPP (Figure 17.14). This is despite a large increase in
photosynthetic efficiency from less than 0.3 to 2%; the higher effi-
ciencies arose both because existing taxa acclimated physiologic-
ally to low irradiances and because more efficient taxa became 
dominant later in the season. Intriguingly, as PAR levels fell, the
concentration of both nitrate (Figure 17.14a) and phosphate rose.
It seems that nutrients limited primary production when PAR was
abundant early in spring, with uptake by the algae reducing the
concentration in the water at this time. When light became 
limiting, however, the reduction in algal productivity meant that
less of the available nutrients were removed from the supply in
the flowing water.

17.4.2 Nutrients in lakes

Like streams, lakes receive nutrients
by the weathering of rocks and soils in
their catchment areas, in the rainfall
and as a result of human activity (fert-
ilizers and sewage input). They vary

considerably in nutrient availability. A study of 12 Canadian lakes
shows a clear relationship between gross primary productivity (GPP)
and phosphorus concentration and demonstrates the importance
of nutrients in limiting lake productivity (Figure 17.15). Note that
GPP easily exceeded ecosystem respiration in most lakes, empha-
sizing the overriding importance of autochthonous production in
these lakes. The outlier in the top right corner of Figure 17.15b
was atypical of the study sites because it received sewage effluent;
here the allochthonous input of organic matter led to a higher
consumption than production of organic carbon in the lake.

It is worth noting that the balance
of radiant energy relative to the avail-
ability of key nutrients can affect C : N
: P ratios (stoichiometry) in the tissues
of primary producers. Thus, Sterner 
et al. (1997b) found in some phosphorus-
deficient Canadian lakes that the avail-
ability of PAR relative to total phosphorus (PAR : TP) affected 
the balance of carbon fixation and phosphorus uptake in algal 
communities and, thereby, caused variations in C : P ratios in 
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living algal cells and algal detritus. The zooplankton that consume
live algae and the decomposers and detritivores that depend on
algal detritus each have specific nutrient requirements, and these
are very different from the nutrient ratios in algae. Thus, the changes
in algal stoichiometry noted by Sterner et al. have consequences
for heterotrophic metabolism and productivity. We consider
elsewhere how such imbalances between the stoichiometry of 
plant tissue and of its consumers affect food web interactions,
decomposition and nutrient cycling (see Sections 11.2.4, 17.5.4 
and 18.2.5).

17.4.3 Nutrients and the importance of upwellings 
in oceans

In the oceans, locally high levels of prim-
ary productivity are associated with
high nutrient inputs from two sources.
First, nutrients may flow continuously
into coastal shelf regions from estuar-

ies. An example is provided in Figure 17.16. Productivity in the
inner shelf region is particularly high both because of high nutri-
ent concentrations and because the relatively clear water provides
a reasonable depth within which net photosynthesis is positive
(the euphotic zone). Closer to land, the water is richer in nutrients
but is highly turbid and its productivity is less. The least productive
zones are on the outer shelf (and open ocean) where it might be
expected that primary productivity would be high because the water
is clear and the euphotic zone is deep. Here, however, productiv-
ity is low because of the extremely low concentrations of nutri-
ents.

Ocean upwellings are a second
source of high nutrient concentrations.
These occur on continental shelves
where the wind is consistently parallel to, or at a slight angle to,
the coast. As a result, water moves offshore and is replaced by
cooler, nutrient-rich water originating from the bottom, where
nutrients have been accumulating by sedimentation. Strong
upwellings can also occur adjacent to submarine ridges, as well
as in areas of very strong currents. Where it reaches the surface,
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the nutrient-rich water sets off a bloom of phytoplankton pro-
duction. A chain of heterotrophic organisms takes advantage of
the abundant food, and the great fisheries of the world are located
in these regions of high productivity.

Recently, iron has been identified
as a limiting nutrient that potentially
affects about one-third of the open
ocean (Geider et al., 2001). Iron, which

is very insoluble in seawater, is ultimately derived from wind-blown

particulate material, and large areas of ocean receive insufficient
amounts. When iron is added experimentally to ocean areas, 
massive blooms of phytoplankton can result (Coale et al., 1996);
such blooms are also likely to occur when large storms supply
land-derived iron to the oceans.

While nutrients are the most influ-
ential factors for local ocean product-
ivity, temperature and PAR also play a
role at a larger scale (Figure 17.17).
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This has significance for our ability to estimate ocean primary 
productivity because sea surface temperature and PAR (together
with surface chlorophyll concentration, another factor correlated
with NPP) can be measured using satellite telemetry.

17.4.4 Productivity varies with depth in aquatic
communities

Although the concentration of a limiting
nutrient usually determines the pro-
ductivity of aquatic communities on
an areal basis, in any given water body

there is also considerable variation with depth as a result of
attenuation of light intensity. Figure 17.18a shows how GPP
declines with depth. The depth at which GPP is just balanced 
by phytoplankton respiration, R, is known as the compensation
point. Above this, NPP is positive. Light is absorbed by water
molecules as well as by dissolved and particulate matter, and 
it declines exponentially with depth. Near the surface, light is 

superabundant, but at greater depths its supply is limited and light
intensity ultimately determines the extent of the euphotic zone.
Very close to the surface, particularly on sunny days, there may even
be photoinhibition of photosynthesis. This seems to be due largely
to radiation being absorbed by the photosynthetic pigments at such
a rate that it cannot be used via the normal photosynthetic chan-
nels, and it overflows into destructive photo-oxidation reactions.

The more nutrient-rich a water body is, the shallower its
euphotic zone is likely to be (Figure 17.18b). This is not really a
paradox. Water bodies with higher nutrient concentrations usu-
ally possess a greater biomasses of phytoplankton that absorb light
and reduce its availability at greater depth. (This is exactly ana-
logous to the shading influence of the tree canopy in a forest, which
may remove up to 98% of the radiant energy before it can reach
the ground layer vegetation or, as we saw above, a stream bed.)
Even quite shallow lakes, if sufficiently fertile, may be devoid of
water weeds on the bottom because of shading by phytoplankton.
The relationships shown in Figure 17.18a and b are derived from
lakes but the pattern is qualitatively similar in ocean environments
(Figure 17.19).
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17.5 The fate of energy in ecosystems

Secondary productivity is defined as the rate of production of 
new biomass by heterotrophic organisms. Unlike plants, hetero-
trophic bacteria, fungi and animals cannot manufacture from
simple molecules the complex, energy-rich compounds they
need. They derive their matter and energy either directly by 
consuming plant material or indirectly from plants by eating
other heterotrophs. Plants, the primary producers, comprise the
first trophic level in a community; primary consumers occur at
the second trophic level; secondary consumers (carnivores) at the
third, and so on.

17.5.1 Relationships between primary and 
secondary productivity

Since secondary productivity depends on
primary productivity, we should expect
a positive relationship between the
two variables in communities. Turning
again to the stream study described 

in Section 17.4.1, recall that primary productivity declined 
dramatically during the summer when a canopy of tree leaves 
above the stream shaded out most of the incident radiation. 
A principal grazer of the algal biomass is the snail Elimia 
clavaeformis. Figure 17.20a shows how the growth rate of indi-
vidual snails in the stream was lowest in the summer; there 
was a statistically significant positive relationship between 
snail growth and monthly stream bed PAR (Hill et al., 2001). 
Figure 17.20b–d illustrates the general relationship between 
primary and secondary productivity in aquatic and terrestrial
examples. Secondary productivity by zooplankton, which 
principally consume phytoplankton cells, is positively related to
phytoplankton productivity in a range of lakes in different parts
of the world (Figure 17.20b). The productivity of heterotrophic
bacteria in lakes and oceans also parallels that of phytoplankton
(Figure 17.20c); they metabolize dissolved organic matter
released from intact phytoplankton cells or produced as a result
of ‘messy feeding’ by grazing animals. Figure 17.20d shows 
how the productivity of Geospiza fortis (one of Darwin’s finches),
measured in terms of average brood size on an island in the
Galápagos archipelago, is related to annual rainfall, itself an
index of primary productivity.
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A general rule in both aquatic and
terrestrial ecosystems is that secondary
productivity by herbivores is approxim-
ately an order of magnitude less than
the primary productivity upon which it

is based. This is a consistent feature of all grazer systems: that
part of the trophic structure of a community that depends, at its
base, on the consumption of living plant biomass (in the ecosys-
tem context we use ‘grazer’ in a different sense to its definition
in Chapter 9). It results in a pyramidal structure in which the pro-
ductivity of plants provides a broad base upon which a smaller
productivity of primary consumers depends, with a still smaller
productivity of secondary consumers above that. Trophic levels
may also have a pyramidal structure when expressed in terms of
density or biomass. (Elton (1927) was the first to recognize this
fundamental feature of community architecture and his ideas were
later elaborated by Lindemann (1942).) But there are many
exceptions. Food chains based on trees will certainly have larger
numbers (but not biomass) of herbivores per unit area than of 
plants, while chains dependent on phytoplankton production
may give inverted pyramids of biomass, with a highly productive
but small biomass of short-lived algal cells maintaining a larger
biomass of longer lived zooplankton.

The productivity of herbivores is invariably less than that of
the plants on which they feed. Where has the missing energy gone?
First, not all of the plant biomass produced is consumed alive by

herbivores. Much dies without being grazed and supports the
decomposer community (bacteria, fungi and detritivorous animals).
Second, not all plant biomass eaten by herbivores (nor herbivore
biomass eaten by carnivores) is assimilated and available for
incorporation into consumer biomass. Some is lost in feces, and
this also passes to the decomposers. Third, not all energy that has
been assimilated is actually converted to biomass. A proportion
is lost as respiratory heat. This occurs both because no energy
conversion process is ever 100% efficient (some is lost as unus-
able random heat, consistent with the second law of thermody-
namics) and also because animals do work that requires energy,
again released as heat. These three energy pathways occur at all
trophic levels and are illustrated in Figure 17.21.

17.5.2 Possible pathways of energy flow through 
a food web

Figure 17.22 provides a complete
description of the trophic structure of
a community. It consists of the grazer
system pyramid of productivity, but
with two additional elements of realism.
Most importantly, it adds a decomposer system – this is invariably
coupled to the grazer system in communities. Secondly, it recog-
nizes that there are subcomponents of each trophic level in each
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subsystem that operate in different ways. Thus a distinction is made
between microbes and detritivores that occupy the same trophic
level and utilize dead organic matter, and between consumers 
of microbes (microbivores) and of detritivores. Displayed in

Figure 17.22 are the possible routes that a joule of energy, fixed
in net primary production, can take as it is dissipated on its path
through the community. A joule of energy may be consumed and
assimilated by a herbivore that uses part of it to do work and loses

••••

Dead organic matter
compartment of
decomposer system

Not consumed

Pn

An

Rn

In

Fn

Pn – 1

Productivity at trophic level n

Respiratory heat loss at
trophic level n

Fecal energy loss at trophic
level n

Energy intake at trophic level n

Energy assimilated at trophic
level n

Productivity available for
consumption from trophic
level n – 1

Pn

An

Rn

In

Fn

Pn – 1

Figure 17.21 The pattern of energy flow
through a trophic compartment.

DOMNPP

D M

Mi

C2

C1C1

C2C2

HH

Bodies and feces

R

R

R

C1C1R

R

R

C2

B
od

ie
s 

an
d 

fe
ce

s

Primary carnivore
Secondary carnivore
Detritivore
Dead organic matter
Herbivore
Microorganisms
Microbivore
Net primary production
Respiration

C1
C2
D
DOM
H
M
Mi
NPP
R

Figure 17.22 A generalized model of
trophic structure and energy flow through
a food web. (After Heal & MacLean, 1975.)

EIPC17  10/24/05  2:12 PM  Page 518



THE FLUX OF ENERGY THROUGH ECOSYSTEMS 519

it as respiratory heat. Or it might be consumed by a herbivore
and later assimilated by a carnivore that dies and enters the dead
organic matter compartment. Here, what remains of the joule 
may be assimilated by a fungal hypha and consumed by a soil 
mite, which uses it to do work, dissipating a further part of 
the joule as heat. At each consumption step, what remains of 
the joule may fail to be assimilated and may pass in the feces 
to be dead organic matter, or it may be assimilated and respired,
or assimilated and incorporated into the growth of body tissue
(or the production of offspring – as in the case of broods of the
bird in Figure 17.20d). The body may die and what remains of
the joule enter the dead organic matter compartment, or it may
be captured alive by a consumer in the next trophic level where
it meets a further set of possible branching pathways. Ultimately,
each joule will have found its way out of the community, dissip-
ated as respiratory heat at one or more of the transitions in its
path along the food chain. Whereas a molecule or ion may cycle
endlessly through the food chains of a community, energy passes
through just once.

The possible pathways in the grazer and decomposer sys-
tems are the same, with one critical exception – feces and dead 
bodies are lost to the grazer system (and enter the decomposer
system), but feces and dead bodies from the decomposer system
are simply sent back to the dead organic matter compartment at
its base. This has a fundamental significance. The energy available
as dead organic matter may finally be completely metabolized –
and all the energy lost as respiratory heat – even if this requires
several circuits through the decomposer system. The exceptions
to this are situations where: (i) matter is exported out of the local
environment to be metabolized elsewhere, for example detritus
washed out of a stream; and (ii) local abiotic conditions are very
unfavorable to decomposition processes, leaving pockets of
incompletely metabolized high-energy matter, otherwise known
as oil, coal and peat.

17.5.3 The importance of transfer efficiencies in
determining energy pathways

The proportions of net primary pro-
duction that flow along each of the
possible energy pathways depend on
transfer efficiencies in the way energy is
used and passed from one step to the
next. A knowledge of the values of just
three categories of transfer efficiency is

all that is required to predict the pattern of energy flow. These
are consumption efficiency (CE) assimilation efficiency (AE) and pro-
duction efficiency (PE).

consumption efficiency, 
CE = In/Pn−1 × 100.

Repeated in words, CE is the percentage of total productivity
available at one trophic level (Pn−1) that is actually consumed
(‘ingested’) by a trophic compartment ‘one level up’ (In). For 
primary consumers in the grazer system, CE is the percentage 
of joules produced per unit time as NPP that finds its way into
the guts of herbivores. In the case of secondary consumers, it is
the percentage of herbivore productivity eaten by carnivores. The
remainder dies without being eaten and enters the decomposer
chain.

Various reported values for the consumption efficiencies of 
herbivores are shown in Figure 17.23. Most of the estimates are
remarkably low, usually reflecting the unattractiveness of much
plant material because of its high proportion of structural sup-
port tissue, but sometimes also as a consequence of generally low
herbivore densities (because of the action of their natural enemies).
The consumers of microscopic plants (microalgae growing on beds
or free-living phytoplankton) can achieve greater densities, have
less structural tissue to deal with and account for a greater per-
centage of primary production. Median values for consumption
efficiency are less than 5% in forests, around 25% in grasslands
and more than 50% in phytoplankton-dominated communities.
We know much less about the consumption efficiencies of car-
nivores feeding on their prey, and any estimates are speculative.
Vertebrate predators may consume 50–100% of production from
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vertebrate prey but perhaps only 5% from invertebrate prey.
Invertebrate predators consume perhaps 25% of available 
invertebrate prey production.

assimilation efficiency, 
AE = An/In × 100.

Assimilation efficiency is the percentage of food energy taken
into the guts of consumers in a trophic compartment (In) that is
assimilated across the gut wall (An) and becomes available for incor-
poration into growth or to do work. The remainder is lost as feces
and enters the base of the decomposer system. An ‘assimilation
efficiency’ is much less easily ascribed to microorganisms. Food
does not enter an invagination of the outside world passing
through the microorganism’s body (like the gut of a higher
organism) and feces are not produced. In the sense that bacteria
and fungi typically assimilate effectively 100% of the dead
organic matter they digest externally and absorb, they are often
said to have an ‘assimilation efficiency’ of 100%.

Assimilation efficiencies are typically low for herbivores,
detritivores and microbivores (20–50%) and high for carnivores
(around 80%). In general, animals are poorly equipped to deal with
dead organic matter (mainly plant material) and living vegetation,
no doubt partly because of the very widespread occurrence of phys-
ical and chemical plant defenses, but mainly as a result of the high
proportion of complex structural chemicals such as cellulose and
lignin in their make-up. As Chapter 11 describes, however, many
animals contain a symbiotic gut microflora that produces cellulase
and aids in the assimilation of plant organic matter. In one sense,
these animals have harnessed their own personal decomposer 
system. The way that plants allocate production to roots, wood,
leaves, seeds and fruits influences their usefulness to herbivores.
Seeds and fruits may be assimilated with efficiencies as high as
60–70%, and leaves with about 50% efficiency, while the assim-
ilation efficiency for wood may be as low as 15%. The animal 
food of carnivores (and detritivores such as vultures that con-
sume animal carcasses) poses less of a problem for digestion and
assimilation.

production efficiency, 
PE = Pn/An × 100.

Production efficiency is the percentage of assimilated energy
(An) that is incorporated into new biomass (Pn). The remainder
is entirely lost to the community as respiratory heat. (Energy-rich
secretory and excretory products, which have taken part in
metabolic processes, may be viewed as production, Pn, and
become available, like dead bodies, to the decomposers.)

Production efficiency varies mainly according to the taxo-
nomic class of the organisms concerned. Invertebrates in general
have high efficiencies (30–40%), losing relatively little energy in
respiratory heat and converting more assimilate to production.

Amongst the vertebrates, ectotherms (whose body temperature
varies according to environmental temperature) have inter-
mediate values for PE (around 10%), whilst endotherms, with their
high energy expenditure associated with maintaining a constant
temperature, convert only 1–2% of assimilated energy into pro-
duction. The small-bodied endotherms have the lowest efficien-
cies, with the tiny insectivores (e.g. wrens and shrews) having the
lowest production efficiencies of all. On the other hand, micro-
organisms, including protozoa, tend to have very high production
efficiencies. They have short lives, small size and rapid popula-
tion turnover. Unfortunately, available methods are not sensitive
enough to detect population changes on scales of time and space
relevant to microorganisms, especially in the soil. In general,
efficiency of production increases with size in endotherms and
decreases very markedly in ectotherms.

trophic level transfer efficiency,
TLTE = Pn/Pn−1 × 100.

The overall trophic transfer effi-
ciency from one trophic level to the next is simply CE × AE × PE.
In the period after Lindemann’s (1942) pioneering work, it 
was generally assumed that trophic transfer efficiencies were
around 10%; indeed some ecologists referred to a 10% ‘law’.
However, there is certainly no law of nature that results in 
precisely one-tenth of the energy that enters a trophic level
transferring to the next. For example, a compilation of trophic
studies from a wide range of freshwater and marine environ-
ments revealed that trophic level transfer efficiencies varied
between about 2 and 24%, although the mean was 10.13%
(Figure 17.24).
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17.5.4 Energy flow through contrasting communities

Given accurate values for net primary
productivity (NPP) in an ecosystem,
and CE, AE and PE for the various
trophic groupings shown in the model
in Figure 17.22, it should be possible 
to predict and understand the relative

importance of the different possible energy pathways. Perhaps not
surprisingly, no study has incorporated all ecosystem compartments
and all transfer efficiencies of the component species. However,
some generalizations are possible when the gross features of
contrasting systems are compared (Figure 17.25). Thus, the
decomposer system is probably responsible for the majority of sec-
ondary production, and therefore respiratory heat loss, in every
community in the world. The grazer system has its greatest role
in plankton communities, where a large proportion of NPP is con-
sumed alive and assimilated at quite a high efficiency. Even here,
though, it is now clear that very high densities of heterotrophic
bacteria in the plankton community subsist on dissolved organic
molecules excreted by phytoplankton cells, perhaps consuming
more than 50% of primary productivity as ‘dead’ organic matter

in this way (Fenchel, 1987a). The grazer system holds little sway
in terrestrial communities because of low herbivore consumption
and assimilation efficiencies, and it is almost nonexistent in many
small streams and ponds simply because primary productivity is
so low. The latter depend for their energy base on dead organic
matter produced in the terrestrial environment that falls or is
washed or blown into the water. The deep-ocean benthic com-
munity has a trophic structure very similar to that of streams and
ponds (all can be described as heterotrophic communities). In this
case, the community lives in water too deep for photosynthesis
to be appreciable or even to take place at all, but it derives its
energy base from dead phytoplankton, bacteria, animals and
feces that sink from the autotrophic community in the euphotic
zone above. From a different perspective, the ocean bed is equiv-
alent to a forest floor beneath an impenetrable forest canopy.

We can move from the relatively
gross generalizations above to consider
in Figure 17.26 a greater range of 
terrestrial and aquatic ecosystems (data
compiled from over 200 published
reports by Cebrian, 1999). Figure 17.26a
first shows the range of values for NPP
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in a variety of terrestrial and aquatic ecosystems. Figure 17.26b
re-emphasizes how consumption efficiency by grazers is part-
icularly low in ecosystems where plant biomass contains con-
siderable support tissue and relatively low amounts of nitrogen
and phosphorus (i.e. forests, shrublands and mangroves). Plant
biomass not consumed by herbivores becomes detritus and con-
tributes by far the largest proportion to the dead organic matter
(DOM) box in Figure 17.25. Not surprisingly, the percentage of
NPP destined to be detritus is highest in forests and lowest in phy-
toplankton and benthic microalgal communities (Figure 17.26c).
Plant biomass from terrestrial communities is not only unpalat-
able to herbivores, it is also relatively more difficult for decom-
posers and detritivores to deal with. Thus, Figure 17.26d shows
that a greater proportion of primary production accumulates as
refractory detritus (persisting for more than a year) in forests, shrub-
lands, grasslands and freshwater macrophyte meadows. Finally,
Figure 17.26e shows the percentage of NPP that is exported out
of the systems. The values are generally modest (medians of 20%
or less) indicating that, in most cases, the majority of biomass 

produced in an ecosystem is consumed or decomposed there. 
The most obvious exceptions are mangroves and, in particular,
macroalgal beds (which often inhabit rocky shores), where relat-
ively large proportions of plant biomass are displaced and moved
away by storm and tidal action.

In general then, communities composed of plants whose stoi-
chiometry represents a higher nutritional status (higher nitrogen
and phosphorus concentrations, i.e. lower C : N and C : P) lose
a higher percentage to herbivores, produce a smaller proportion
of detritus, experience faster decomposition rates and, in con-
sequence, accumulate less refractory detritus and have smaller 
stores of dead organic carbon (Cebrian, 1999).

The presentation of information in
Figure 17.26 emphasizes spatial pat-
terns in the way energy moves through
the world’s ecosystems. However, we
should not lose sight of the temporal 
patterns that exist in the balance
between production and consumption
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of organic matter. Figure 17.27 shows how GPP, RE (the sum of
autotrophic and heterotrophic respiration) and net ecosystem
productivity (NEP) varied seasonally during 5 years of study of
a boreal aspen (Populus tremuloides) forest in Canada. Total annual
GPP (the area under the GPP curves in Figure 17.27a) was high-
est in 1998 when the temperature was high (probably the result
of an El Niño event – see below) and lowest in 1996 when the
temperature was particularly low. Annual variations in GPP (e.g.
1419 g C m−2 in 1998, 1187 g C m−2 in 1996) were large compared
to variations in RE (1132 g C m−2 and 1106 g C m−2, respectively)
because the occurrence of warm springs caused photosynthesis
to increase faster than respiration. This led overall to higher val-
ues of NEP in warmer years (290 g C m−2 in 1998, 80 g C m−2 in
1996). Note how NEP is negative (RE exceeds GPP and carbon
stores are being used by the community) except in the summer
months when GPP consistently exceeds RE. At this site, the
cumulative annual values for NEP were always positive, indicat-
ing that more carbon is fixed than is respired each year and the
forest is a carbon sink. However, this is not true for all eco-
systems every year (Falge et al., 2002).

The aspen forest discussed above 
is by no means the only ecosystem
where annual variations in energy flux
may be due to climatic cycles such as
the El Niño–Southern Oscillation

(ENSO; see also Section 2.4.1). ENSO events occur sporadically
but typically occur every 3–6 years. During such events, the tem-
perature may be significantly higher in some locations and lower
in others and, just as significantly, rainfall can be 4–10 times higher
in some areas (Holmgren et al., 2001). The El Niño has been 

correlated with dramatic changes in aquatic ecosystems (even lead-
ing to the collapse of fisheries; Jordan, 1991). More recently, it
has become obvious that the El Niño can cause major changes
on land too. Figure 17.28 shows the annual variation in caterpil-
lar numbers on the Galápagos Islands in a standard census con-
ducted in various years since 1977, plotted on the same graph as
annual rainfall. The remarkably strong correlation comes about
because of the dependence of caterpillar numbers on primary pro-
ductivity, which itself is considerably higher in wet years. We saw
in Figure 17.20d how the total number of broods of the finch
Geospiza fortis was much greater in the four ENSO years (open
circles in that figure). This reflects the much greater production
in very wet years of the seeds, fruits and caterpillars that they feed
on. Not only do the finches increase the number of broods, but
also the size of their clutches and the probability of successful rear-
ing to the fledging stage.

Our growing knowledge of the impact of ENSO events on
energy flux through ecosystems suggests that the predicted
changes in extreme weather events expected as a result of
human-induced global climate change will profoundly alter
ecosystem processes in many parts of the world, a topic to which
we will return in Chapter 22.

But next we turn to the flux of matter through ecosystems,
recognizing that the rate at which resources are supplied and used
by autotrophs and heterotrophs depends fundamentally on the
supply of nutrients (Chapter 18). We shall see later how ecosys-
tem productivity helps determine the consequences of competit-
ive and predator–prey interactions for community composition
(Chapter 19), food web ecology (Chapter 20) and species richness
(Chapter 21).
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Summary

The term ecosystem is used to denote the biological community
(primary producers, decomposers, detritivores, herbivores, etc.)
together with the abiotic environment in which it is set. Lindemann
laid the foundations of a science of ecological energetics by con-
sidering the efficiency of transfer between trophic levels – from
incident radiation received by a community through its capture
by green plants in photosynthesis to its subsequent use by 
heterotrophs. This is the topic of the present chapter.

The bodies of the living organisms within a unit area con-
stitute a standing crop of biomass. Primary productivity is the 
rate at which biomass is produced per unit area by plants. The 
total fixation of energy by photosynthesis is gross primary pro-
ductivity (GPP), a proportion of which is respired by the plants
as autotrophic respiration (RA). The difference between GPP and
RA is net primary productivity (NPP) and represents the actual
rate of production of new biomass that is available for con-
sumption by heterotrophic organisms. The rate of production 
of biomass by heterotrophs is secondary productivity, and their 
respiration is heterotrophic respiration (HE). Net ecosystem pro-
ductivity (NEP) is GPP minus total respiration (RA + RH).

We discuss the broad patterns in primary productivity across
the face of the globe and in relation to seasonal and annual 
variations in conditions, and note that primary productivity :
biomass ratios are higher in aquatic than terrestrial communities.

The factors that limit terrestrial primary productivity are solar
energy (and particularly its inefficient use by plants), water and
temperature (and their complex interactions), soil texture and
drainage, and mineral nutrient availability. The length of the grow-
ing season is particularly influential. In aquatic environments, 
primary productivity depends in particular on the availability 
of solar radiation (with strong patterns related to water depth)
and nutrients (especially important are human inputs to lakes, 
estuarine inputs to oceans and ocean upwelling zones).

Unlike plants, heterotrophic bacteria, fungi and animals can-
not manufacture from simple molecules the complex, energy-
rich compounds they need. They derive their matter and energy
either directly by consuming plant material or indirectly from plants
by eating other heterotrophs. There is a general positive relation-
ship between primary and secondary productivity in ecosystems,
but most primary production passes, when dead, through the 
detritus system  rather than as living material through the grazing
system. The pathways traced by energy through communities 
are determined by three energy transfer efficiencies (consumption,
assimilation and production efficiencies). Grazer consumption
efficiencies are highest where plants have little structural support
tissue and low C : N and C : P ratios. We discuss temporal patterns
in the balance between primary productivity and its consumption
by heterotrophs, and show that broad climatic patterns (such as
El Niño) can profoundly influence ecosystem energetics.
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18.1 Introduction

Chemical elements and compounds are vital for the processes 
of life. Living organisms expend energy to extract chemicals
from their environment, they hold on to them and use them for
a period, then lose them again. Thus, the activities of organisms
profoundly influence the patterns of flux of chemical matter in
the biosphere. Physiological ecologists focus their attention on how
individual organisms obtain and use the chemicals they need (see
Chapter 3). However, in this chapter, as in the last, we change
the emphasis and consider the ways in which the biota on an area
of land, or within a volume of water, accumulates, transforms and
moves matter between the various components of the ecosystem.
The area that we choose may be that of the whole globe, a con-
tinent, a river catchment or simply a square meter.

18.1.1 Relationships between energy flux and 
nutrient cycling

The great bulk of living matter in any community is water. The
rest is made up mainly of carbon compounds (95% or more) 
and this is the form in which energy is accumulated and stored.
The energy is ultimately dissipated when the carbon compounds
are oxidized to carbon dioxide (CO2) by the metabolism of living 
tissue or of its decomposers. Although we consider the fluxes of
energy and carbon in different chapters, the two are intimately
bound together in all biological systems.

Carbon enters the trophic structure of a community when 
a simple molecule, CO2, is taken up in photosynthesis. If it
becomes incorporated in net primary productivity, it is available
for consumption as part of a molecule of sugar, fat, protein or,
very often, cellulose. It follows exactly the same route as energy,
being successively consumed, defecated, assimilated and perhaps
incorporated into secondary productivity somewhere within one

of the trophic compartments. When the high-energy molecule in
which the carbon is resident is finally used to provide energy for
work, the energy is dissipated as heat (as we have discussed in
Chapter 17) and the carbon is released again to the atmosphere
as CO2. Here, the tight link between energy and carbon ends.

Once energy is transformed into
heat, it can no longer be used by living
organisms to do work or to fuel the 
synthesis of biomass. (Its only possible
role is momentary, in helping to main-
tain a high body temperature.) The heat is eventually lost to the
atmosphere and can never be recycled. In contrast, the carbon in
CO2 can be used again in photosynthesis. Carbon, and all other
nutrient elements (e.g. nitrogen, phosphorus, etc.) are available
to plants as simple inorganic molecules or ions in the atmosphere
(CO2), or as dissolved ions in water (nitrate, phosphate, potassium,
etc.). Each can be incorporated into complex organic carbon
compounds in biomass. Ultimately, however, when the carbon
compounds are metabolized to CO2, the mineral nutrients are
released again in simple inorganic form. Another plant may then
absorb them, and so an individual atom of a nutrient element 
may pass repeatedly through one food chain after another. The
relationship between energy flow and nutrient cycling is illustrated
in Figure 18.1.

By its very nature, then, each joule of energy can be used 
only once, whereas chemical nutrients, the building blocks of
biomass, simply change the form of molecule of which they are
part (e.g. nitrate-N to protein-N to nitrate-N). They can be used
again, and repeatedly recycled. Unlike the energy of solar radia-
tion, nutrients are not in unalterable supply, and the process of
locking some up into living biomass reduces the supply remain-
ing to the rest of the community. If plants, and their consumers,
were not eventually decomposed, the supply of nutrients would
become exhausted and life on the planet would cease. The activity
of heterotrophic organisms is crucial in bringing about nutrient

energy cannot be

cycled and reused;

matter can . . .

Chapter 18

The Flux of Matter 
through Ecosystems
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cycling and maintaining productivity. Figure 18.1 shows the release
of nutrients in their simple inorganic form as occurring only from
the decomposer system. In fact, some is also released from the
grazer system. However, the decomposer system plays a role of
overwhelming importance in nutrient cycling.

The picture described in Figure 18.1
is an oversimplification in one import-
ant respect. Not all nutrients released
during decomposition are necessarily
taken up again by plants. Nutrient

recycling is never perfect and some nutrients are exported from
land by runoff into streams (ultimately to the ocean) and others,
such as nitrogen and sulfur, that have gaseous phases, can be lost
to the atmosphere. Moreover, a community receives additional
supplies of nutrients that do not depend directly on inputs from
recently decomposed matter – minerals dissolved in rain, for 
example, or derived from weathered rock.

18.1.2 Biogeochemistry and biogeochemical cycles

We can conceive of pools of chemical
elements existing in compartments.
Some compartments occur in the

atmosphere (carbon in CO2, nitrogen as gaseous nitrogen, etc.), some
in the rocks of the lithosphere (calcium as a constituent of calcium
carbonate, potassium in feldspar) and others in the hydrosphere –
the water in soil, streams, lakes or oceans (nitrogen in dissolved
nitrate, phosphorus in phosphate, carbon in carbonic acid, etc.).
In all these cases the elements exist in an inorganic form. In con-
trast, living organisms (the biota) and dead and decaying bodies

can be viewed as compartments containing elements in an organic
form (carbon in cellulose or fat, nitrogen in protein, phosphorus
in adenosine triphosphate, etc.). Studies of the chemical processes
occurring within these compartments and, more particularly, of
the fluxes of elements between them, comprise the science of 
biogeochemistry.

Many geochemical fluxes would occur in the absence of 
life, if only because all geological formations above sea level are
eroding and degrading. Volcanoes release sulfur into the atmo-
sphere whether there are organisms present or not. On the other
hand, organisms alter the rate of flux and the differential flux of
the elements by extracting and recycling some chemicals from the
underlying geochemical flow (Waring & Schlesinger, 1985). The
term biogeochemistry is apt.

The flux of matter can be investig-
ated at a variety of spatial and temporal
scales. Ecologists interested in the gains,
uses and losses of nutrients by the
community of a small pond or a hectare of grassland can focus
on local pools of chemicals. They need not concern themselves
with the contribution to the nutrient budget made by volcanoes
or the possible fate of nutrients leached from land to eventually be
deposited on the ocean floor. At a larger scale, we find that the
chemistry of streamwater is profoundly influenced by the biota
of the area of land it drains (its catchment area; see Section 18.2.4)
and, in turn, influences the chemistry and biota of the lake, estuary
or sea into which it flows. We deal with the details of nutrient
fluxes through terrestrial and aquatic ecosystems in Sections 18.2
and 18.3. Other investigators are interested in the global scale.
With their broad brush they paint a picture of the contents and
fluxes of the largest conceivable compartments – the entire

••••
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Figure 18.1 Diagram to show the
relationship between energy flow (pale
arrows) and nutrient cycling. Nutrients
locked in organic matter (dark arrows) are
distinguished from the free inorganic state
(white arrow). DOM, dead organic matter;
NPP, net primary production.
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atmosphere, the oceans as a whole, and so on. Global biogeo-
chemical cycles will be discussed in Section 18.4.

18.1.3 Nutrient budgets

Nutrients are gained and lost by ecosystems in a variety of ways
(Figure 18.2). We can construct a nutrient budget by identifying
and measuring all the processes on the credit and debit sides of
the equation. For some nutrients, in some ecosystems, the budget
may be more or less in balance.

In other cases, the inputs exceed the
outputs and nutrients accumulate in the
compartments of living biomass and
dead organic matter. This is especially
obvious during community succession
(see Section 17.4).

Finally, outputs may exceed inputs if the biota is disturbed by
an event such as fire, massive defoliation (such as that caused by a
plague of locusts) or large-scale deforestation or crop harvesting
by people. Another important source of loss in terrestrial systems
occurs where mineral export (e.g. of base cations due to acid rain)
exceeds replenishment from weathering.

The components of nutrient budgets are discussed below.

18.2 Nutrient budgets in terrestrial communities

18.2.1 Inputs to terrestrial communities

Weathering of parent bedrock and 
soil is generally the dominant source of
nutrients such as calcium, iron, magne-
sium, phosphorus and potassium, which
may then be taken up via the roots of
plants. Mechanical weathering is caused by processes such as 
freezing of water and the growth of roots in crevices. However,
much more important to the release of plant nutrients are chem-
ical weathering processes. Of particular significance is carbonation,
in which carbonic acid (H2CO3) reacts with minerals to release ions,
such as calcium and potassium. Simple dissolution of minerals 
in water also makes nutrients available from rock and soil, and
so do hydrolytic reactions involving organic acids released by the
ectomycorrhizal fungi (see Section 13.8.1) associated with plant
roots (Figure 18.3).

Atmospheric CO2 is the source of the
carbon content of terrestrial commun-
ities. Similarly, gaseous nitrogen from
the atmosphere provides most of the nitrogen content of com-
munities. Several types of bacteria and blue-green algae possess
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Figure 18.2 Components of the nutrient
budgets of a terrestrial and an aquatic
system. Note how the two communities
are linked by stream flow, which is a major
output from the terrestrial system and a
major input to the aquatic one. Inputs are
shown in color and outputs in black.
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the enzyme nitrogenase and convert atmospheric nitrogen to 
soluble ammonium (NH4

+ ) ions, which can then be taken up
through the roots and used by plants. All terrestrial ecosystems
receive some available nitrogen through the activity of free-living
bacteria, but communities containing plants such as legumes 
and alder trees (Alnus spp.), with their root nodules containing
symbiotic nitrogen-fixing bacteria (see Section 13.10), may receive
a very substantial proportion of their nitrogen in this way. More
than 80 kg ha−1 year−1 of nitrogen was supplied to a stand of 
alder by biological nitrogen fixation, for example, compared with
1–2 kg ha−1 year−1 from rainfall (Bormann & Gordon, 1984); and
nitrogen fixation by legumes can be even more dramatic: values
in the range 100–300 kg ha−1 year−1 are not unusual.

Other nutrients from the atmosphere
become available to communities as
wetfall (in rain, snow and fog) or dryfall
(settling of particles during periods with-

out rain, and gaseous uptake). Rain is not pure water but contains
chemicals derived from a number of sources: (i) trace gases, such
as oxides of sulfur and nitrogen; (ii) aerosols produced when tiny
water droplets from the oceans evaporate in the atmosphere and
leave behind particles rich in sodium, magnesium, chloride and
sulfate; and (iii) dust particles from fires, volcanoes and windstorms,
often rich in calcium, potassium and sulfate. The constituents 
of rainfall that serve as nuclei for raindrop formation make up
the rainout component, whereas other constituents, both par-
ticulate and gaseous, are cleansed from the atmosphere as the rain
falls – these are the washout component (Waring & Schlesinger,

1985). The nutrient concentrations in rain are highest early in a
rainstorm, but fall subsequently as the atmosphere is progressively
cleansed. Snow scavenges chemicals from the atmosphere less 
effectively than rain, but tiny fog droplets have particularly high
ionic concentrations. Nutrients dissolved in precipitation mostly
become available to plants when the water reaches the soil and
can be taken up by the plant roots. However, some are absorbed
by leaves directly.

Dryfall can be a particularly important process in commun-
ities with a long dry season. In four Spanish oak forests (Quercus
pyrenaica) situated along a rainfall gradient, for example, dryfall
sometimes accounted for more than half of the atmospheric input
to the tree canopy of magnesium, manganese, iron, phosphorus,
potassium, zinc and copper (Figure 18.4). For most elements, 
the importance of dryfall was more marked in forests in drier 
environments. However, dryfall was not insignificant for forests
in wetter locations. Figure 18.4 also plots for each nutrient the
annual forest demand (annual increase in above-ground biomass
multiplied by the mineral concentration in the biomass). Annual
deposition of many elements in wetfall and dryfall was much 
greater than needed to satisfy demand (e.g. Cl, S, Na, Zn). But
for other elements, and especially for forests in dryer environ-
ments, annual atmospheric inputs more or less matched demand
(e.g. P, K, Mn, Mg) or were inadequate (N, Ca). Of course ele-
ment deficits would be greater if root productivity had been 
taken into account, and other sources of nutrient input must be
particularly significant for a number of these elements.

While we may conceive of wetfall and dryfall inputs arriv-
ing vertically, part of the pattern of nutrient income to a forest
depends on its ability to intercept horizontally driven air-borne
nutrients. This was demonstrated for mixed deciduous forests 
in New York State when the aptly named Weathers et al. (2001)
showed that inputs of sulfur, nitrogen and calcium at the forest
edge were 17–56% greater than in its interior. The widespread
tendency for forests to become fragmented as a result of human
activities is likely to have had unexpected consequences for their
nutrient budgets because more fragmented forests have a greater
proportion of edge habitat.

Streamwater plays a major role in 
the output of nutrients from terrestrial
ecosystems (see Section 18.3). However,
in a few cases, stream flow can provide a significant input to 
terrestrial communities when, after flooding, material is deposited
in floodplains.

Last, and by no means least, human
activities contribute significant inputs 
of nutrients to many communities. For
example, the amounts of CO2 and oxides of nitrogen and sulfur
in the atmosphere have been increased by the burning of fossil
fuels, and the concentrations of nitrate and phosphate in stream-
water have been raised by agricultural practices and sewage 
disposal. These changes have far-reaching consequences, which
will be discussed later.

••

Organic
acid

Figure 18.3 Ectomycorrhizal fungi associated with tree roots can
mobilize phosphorus, potassium, calcium and magnesium from
solid mineral substrates through organic acid secretion, and these
nutrients then become available to the host plant via the fungal
mycelium. (After Landeweert et al., 2001.)
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Figure 18.4 Annual atmospheric
deposition as wetfall (WF) and dryfall (DF)
compared to annual nutrient demand (ND;
to account for above-ground tree growth)
for four oak forests along a rainfall 
gradient (S1 wettest, S4 driest) in Spain.
(After Marcos & Lancho, 2002.)
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18.2.2 Outputs from terrestrial communities

A particular nutrient atom may be
taken up by a plant that is then eaten
by a herbivore which then dies and is

decomposed, releasing the atom back to the soil from where it
is taken up through the roots of another plant. In this manner,
nutrients may circulate within the community for many years.
Alternatively, the atom may pass through the system in a matter
of minutes, perhaps without interacting with the biota at all.
Whatever the case, the atom will eventually be lost through one
of the variety of processes that remove nutrients from the sys-
tem (see Figure 18.2). These processes constitute the debit side
of the nutrient budget equation.

Release to the atmosphere is one
pathway of nutrient loss. In many com-
munities there is an approximate annual
balance in the carbon budget; the carbon

fixed by photosynthesizing plants is balanced by the carbon
released to the atmosphere as CO2 from the respiration of plants,
microorganisms and animals. Other gases are released through
the activities of anaerobic bacteria. Methane is a well-known
product of the soils of bogs, swamps and floodplain forests, 
produced by bacteria in the waterlogged, anoxic zone of wetland
soils. However, its net flux to the atmosphere depends on the rate
at which it is produced in relation to its rate of consumption by
aerobic bacteria in the shallower, unsaturated soil horizons, with
as much as 90% consumed before it reaches the atmosphere 
(Bubier & Moore, 1994). Methane may be of some importance in
drier locations too. It is produced by fermentation in the anaerobic
stomachs of grazing animals, and even in upland forests, periods
of heavy rainfall may produce anaerobic conditions that can 
persist for some time within microsites in the organic layer of 
the soil (Sexstone et al., 1985). In such locations, bacteria such as
Pseudomonas reduce nitrate to gaseous nitrogen or N2O in the pro-
cess of denitrification. Plants themselves may be direct sources
of gaseous and particulate release. For example, forest canopies
produce volatile hydrocarbons (e.g. terpenes) and tropical forest
trees emit aerosols containing phosphorus, potassium and sulfur
(Waring & Schlesinger, 1985). Finally, ammonia gas is released
during the decomposition of vertebrate excreta and has been 
shown to be a significant component in the nutrient budget of
many systems (Sutton et al., 1993).

Other pathways of nutrient loss are important in particular
instances. For example, fire can turn a very large proportion of
a community’s carbon into CO2 in a very short time. The loss 
of nitrogen as volatile gas can be equally dramatic: during an 
intense wild fire in a conifer forest in northwest USA, 855 kg ha−1

(equal to 39% of the pool of organic nitrogen) was lost in this
way (Grier, 1975). Substantial losses of nutrients also occur 
when foresters or farmers harvest and remove their trees and 
crops.

For many elements, the most
important pathway of loss is in stream
flow. The water that drains from the 
soil of a terrestrial community, via the
groundwater, into a stream carries a load of nutrients that is 
partly dissolved and partly particulate. With the exception of 
iron and phosphorus, which are not mobile in soils, the loss of
plant nutrients is predominantly in solution. Particulate matter
in stream flow occurs both as dead organic matter (mainly tree
leaves) and as inorganic particles. After rainfall or snowmelt the
water draining into streams is generally more dilute than during
dry periods, when the concentrated waters of soil solution make
a greater contribution. However, the effect of high volume more
than compensates for lower concentrations in wet periods. Thus,
total loss of nutrients is usually greatest in years when rainfall 
and stream discharge are high. In regions where the bedrock is
permeable, losses occur not only in stream flow but also in water
that drains deep into the groundwater. This may discharge into
a stream or lake after a considerable delay and at some distance
from the terrestrial community.

18.2.3 Carbon inputs and outputs may vary with 
forest age

Law et al. (2001) compared patterns of carbon storage and flux
in a young (clear cut 22 years previously) and an old forest (not
previously logged, trees from 50 to 250 years old) of ponderosa
pine (Pinus ponderosa) in Oregon, USA. Their results are sum-
marized in Figure 18.5.

Total ecosystem carbon content
(vegetation, detritus and soil) of the
old forest was about twice that of its
young counterpart. There were notable
differences in percentage carbon stored
in living biomass (61% in old, 15% in young) and in dead wood
on the forest floor (6% in old, 26% in young). These differences
reflect the influence of soil organic matter and woody debris 
in the young forest derived from the prelogged period of its 
history. As far as living biomass is concerned, the old forest 
contained more than 10 times as much as the young forest, with
the biggest difference in the wood component of tree biomass.

Below-ground primary productivity differed little between
the two forests but because of a much lower above-ground 
net primary productivity (ANPP) in the young forest, total net 
primary productivity (NPP) was 25% higher in the old forest. 
Shrubs accounted for 27% of ANPP in the young forest, but only
10% in the old forest. Heterotrophic respiration (decomposers,
detritivores and other animals) was somewhat lower in the old
forest than NPP, indicating that this forest is a net sink for carbon.
In the young forest, however, heterotrophic respiration exceeded
NPP making this site a net source of CO2 to the atmosphere. In
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both forests, respiration from the soil
community accounted for 77% of total
heterotrophic respiration.

These results provide a good illustra-
tion of the pathways, stores and fluxes

of carbon in forest communities. They also serve to emphasize
that nutrient inputs and outputs are by no means always in 
balance in ecosystems.

18.2.4 Importance of nutrient cycling in relation to
inputs and outputs

Because many nutrient losses from
terrestrial communities are channeled
through streams, a comparison of the
chemistry of streamwater with that of
incoming precipitation can reveal a lot

about the differential uptake and cycling of chemical elements by
the terrestrial biota. Just how important is nutrient cycling in rela-
tion to the through-put of nutrients? Is the amount of nutrients
cycled per year small or large in comparison with external supplies
and losses? The most thorough study of this question has been
carried out by Likens and his associates in the Hubbard Brook
Experimental Forest, an area of temperate deciduous forest drained
by small streams in the White Mountains of New Hampshire, 
USA. The catchment area – the extent of terrestrial environment
drained by a particular stream – was taken as the unit of study
because of the role that streams play in nutrient export. Six small
catchments were defined and their outflows were monitored. A

network of precipitation gauges recorded the incoming amounts
of rain, sleet and snow. Chemical analyses of precipitation and
streamwater made it possible to calculate the amounts of various
nutrients entering and leaving the system, and these are shown
in Table 18.1. A similar pattern is found each year. In most cases,
the output of chemical nutrients in stream flow is greater than their
input from rain, sleet and snow. The source of the excess chem-
icals is parent rock and soil, which are weathered and leached at
a rate of about 70 g m−2 year−1.

In almost every case, the inputs 
and outputs of nutrients are small in
comparison with the amounts held in
biomass and recycled within the system.
Nitrogen, for example, was added to 
the system not only in precipitation
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389Figure 18.5 Annual carbon budgets for
an old and a young ponderosa pine forest.
Carbon storage figures are in g C m−2

while net primary productivity (NPP) 
and heterotrophic respiration (Rh) are 
in g C m−2 year−1 (arrows). The numbers
above ground represent carbon storage in
tree foliage, in the remainder of forest
biomass, in understory plants, and in dead
wood on the forest floor. The numbers just
below the ground surface are for tree roots
and litter. The lowest numbers are for soil
carbon. (After Law et al., 2001.)

Table 18.1 Annual nutrient budgets for forested catchments 
at Hubbard Brook (kg ha−1 year−1). Inputs are for dissolved
materials in precipitation or as dryfall. Outputs are losses in
streamwater as dissolved material plus particulate organic matter.
(After Likens et al., 1971.)

NH4
+ NO3

− K+ Ca2+ Mg 2+ Na+

Input 2.7 16.3 1.1 2.6 0.7 1.5
Output 0.4 8.7 1.7 11.8 2.9 6.9
Net change* +2.3 +7.6 −0.6 −9.2 −2.2 −5.4

* Net change is positive when the catchment gains matter and negative
when it loses it.

EIPC18  10/24/05  2:13 PM  Page 531



532 CHAPTER 18

(6.5 kg ha−1 year−1) but also through atmospheric nitrogen fixation
by microorganisms (14 kg ha−1 year−1). (Note that denitrification
by other microorganisms, releasing nitrogen to the atmosphere,
will also have been occurring but was not measured.) The 
export in streams of only 4 kg ha−1 year−1 emphasizes how securely
nitrogen is held and cycled within the forest biomass. Stream out-
put represents only 0.1% of the total nitrogen standing crop held
in living and dead forest organic matter. Nitrogen was unusual
in that its net loss in stream runoff was less than its input in pre-
cipitation, reflecting the complexity of inputs and outputs and 
the efficiency of its cycling. However, despite the net loss to the
forest of other nutrients, their export was still low in relation to
the amounts bound in biomass. In other words, relatively efficient
recycling is the norm.

In a large-scale experiment, all the
trees were felled in one of the Hubbard
Brook catchments and herbicides were
applied to prevent regrowth. The
overall export of dissolved inorganic
nutrients from the disturbed catch-
ment then rose to 13 times the normal

rate (Figure 18.6). Two phenomena were responsible. First, the

enormous reduction in transpiring surfaces (leaves) led to 40%
more precipitation passing through the groundwater to be 
discharged to the streams, and this increased outflow caused
greater rates of leaching of chemicals and weathering of rock 
and soil. Second, and more significantly, deforestation effect-
ively broke the within-system nutrient cycling by uncoupling 
the decomposition process from the plant uptake process. In the
absence of nutrient uptake in the spring, when the deciduous 
trees would have started production, the inorganic nutrients
released by decomposer activity were available to be leached in
the drainage water.

The main effect of deforestation was on nitrate-N, emphasiz-
ing the normally efficient cycling to which inorganic nitrogen is
subject. The output of nitrate in streams increased 60-fold after
the disturbance. Other biologically important ions were also
leached faster as a result of the uncoupling of nutrient cycling 
mechanisms (potassium: 14-fold increase; calcium: sevenfold
increase; magnesium: fivefold increase). However, the loss of
sodium, an element of lower biological significance, showed a much
less dramatic change following deforestation (2.5-fold increase).
Presumably it is cycled less efficiently in the forest and so 
uncoupling had less effect.
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18.2.5 Some key points about nutrient budgets in
terrestrial ecosystems

The examples discussed above have
illustrated that ecosystems do not 
generally have balanced inputs and
outputs of nutrients. However, in

many cases (as in the Hubbard Brook Forest) nutrients such as
nitrogen are cycled quite tightly, and inputs and outputs are
small compared to stored pools. For carbon too, fluxes may be
small compared to storage, but note that tight cycling is not the
rule in this case; the carbon molecules in respired CO2 will rarely
be the same ones taken up by photosynthesis (because of the 
huge pool of CO2 involved).

We have also seen that nutrient budgets of a single category
of ecosystem can differ dramatically, either because of internal
properties (the age of trees in the pine forests in Section 18.2.3) or
external factors (the dryness of the climate in the oak forests in
Figure 18.4). Similarly, in a semiarid grassland in Colorado, nitrogen
availability to grass plants adjacent to actively growing roots was
greater in months when there was more rainfall (Figure 18.7).

Many other factors influence nutri-
ent flux rates and stores. For example,
the stoichiometry of elements in foliage
(and thus in detritus when the leaves 
die) can influence decomposition rates
and nutrient flux (see Section 11.2.4).

There is a theoretical critical detritus C : N ratio of 30 : 1 above
which bacteria and fungi are nitrogen-limited, when they then 
take up exogenous ammonium and nitrate ions from the soil, 
competing with plants for these resources (Daufresne & Loreau,

2001). When the C : N ratio is below 30 : 1, the microbes are 
carbon-limited and decomposition increases soil inorganic nitrogen,
which may in turn increase plant nitrogen uptake (Kaye & Hart,
1997). In general, plants are most often nitrogen-limited and
microbes carbon-limited, and whilst microbes are more significant
in the control of nitrogen cycling, it is the plants that regulate 
carbon inputs which control microbial activity (Knops et al., 2002).

A quite different chemical pro-
perty of foliage may have an equally 
dramatic effect. Polyphenols are a very
widely distributed class of secondary
metabolites in plants that often provide protection against attack;
their evolution is usually interpreted in terms of defense against
herbivores. However, the polyphenols in detritus can also
influence the flux of soil nutrients (Hattenschwiler & Vitousek,
2000). Different classes of polyphenols have been found to affect
fungal spore germination and hyphal growth. They have also 
been shown to inhibit nitrifying bacteria and to suppress or, in
some cases, stimulate symbiotic nitrogen-fixing bacteria. Finally,
polyphenols may restrict the activity and abundance of soil detri-
tivores. Overall, polyphenols may tend to reduce decomposition
rates (as they decrease herbivory rates) with important con-
sequences for nutrient fluxes, but more work is needed on this
topic (Hattenschwiler & Vitousek, 2000).

18.3 Nutrient budgets in aquatic communities

When attention is switched from terrestrial to aquatic com-
munities, there are several important distinctions to be made. 
In particular, aquatic systems receive the bulk of their supply 
of nutrients from stream inflow (see Figure 18.2). In stream and
river communities, and also in lakes with a stream outflow,
export in outgoing stream water is a major factor. By contrast,
in lakes without an outflow (or where this is small relative to the
volume of the lake), and also in oceans, nutrient accumulation
in permanent sediments is often the major export pathway.

18.3.1 Streams

We noted, in the case of Hubbard
Brook, that nutrient cycling within the
forest was great in comparison to
nutrient exchange through import and export. By contrast, only
a small fraction of available nutrients take part in biological 
interactions in stream and river communities (Winterbourn &
Townsend, 1991). The majority flows on, as particles or dissolved
in the water, to be discharged into a lake or the sea. Nevertheless,
some nutrients do cycle from an inorganic form in streamwater
to an organic form in biota to an inorganic form in streamwater,
and so on. But because of the inexorable transport downstream,
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the displacement of nutrients is better represented as a spiral
(Elwood et al., 1983), where fast phases of inorganic nutrient 
displacement alternate with periods when the nutrient is locked 
in biomass at successive locations downstream (Figure 18.8).
Bacteria, fungi and microscopic algae, growing on the substratum
of the stream bed, are mainly responsible for the uptake of 
inorganic nutrients from streamwater in the biotic phase of 

spiraling. Nutrients, in organic form, pass on through the food
web via invertebrates that graze and scrape microbes from 
the substratum (grazer–scrapers – see Figure 11.5). Ultimately,
decomposition of the biota releases inorganic nutrient molecules
and the spiral continues. The concept of nutrient spiraling is equally
applicable to ‘wetlands’, such as backwaters, marshes and alluvial
forests, which occur in the floodplains of rivers. However, in these
cases spiraling can be expected to be much tighter because of
reduced water velocity (Prior & Johnes, 2002).

A dramatic example of spiraling occurs when the larvae of
blackflies (collector–filterers; see Figure 11.5) use their modified
mouthparts to filter out and consume fine particulate organic 
matter which otherwise would be carried downstream. Because
of very high densities (sometimes as many as 600,000 blackfly 
larvae per square meter of river bed) a massive quantity of fine
particulate matter may be converted by the larvae into fecal 
pellets (estimated at 429 t dry mass of fecal pellets per day in a
Swedish river; Malmqvist et al., 2001). Fecal pellets are much larger
than the particulate food of the larvae and so are much more likely
to settle out on the river bed, especially in slower flowing sec-
tions of river (Figure 18.9). Here they provide organic matter as
food for many other detritivorous species.

18.3.2 Lakes

In lakes, it is usually the phytoplankton
and their consumers, the zooplankton,
which play the key roles in nutrient
cycling. However, most lakes are inter-
connected with each other by rivers, and
standing stocks of nutrients are determined only partly by processes
within the lakes. Their position with respect to other water bodies
in the landscape can also have a marked effect on nutrient status.
This is well illustrated for a series of lakes connected by a river that
ultimately flows into Toolik Lake in arctic Alaska (Figure 18.10a).
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The main reason for the downstream increase in magnesium and
calcium was increased weathering (Figure 18.10b). This comes
about because a greater proportion of the water entering down-
stream lakes has been in intimate contact with the parent rock
for longer; put another way, the higher concentrations reflect 
the larger catchment areas that feed the downstream lakes. The 
pattern for calcium and magnesium may also partly reflect 
progressive evaporative concentration with longer residence
times of water in the system as well as material processing by 
the biota in streams and lakes as the water moves downstream.
The nutrients that generally limit production in lakes, nitrogen
and phosphorus, were in very low concentrations and could 
not be reliably measured. However, the downstream decrease in
productivity that was observed (Figure 18.10c) suggests that 
the available nutrients were consumed by the plankton in each
lake and this consumption was sufficient to lower the nutrient
availability in successive lakes downstream. The downstream
decrease of nitrogen, phosphorus and carbon in particulate mat-
ter (Figure 18.10d) simply reflects the lower downstream rates of
primary productivity. Note that it is unusual to have a downstream
decline in productivity. In less pristine conditions, productivity 
is more likely to increase in a downstream direction (e.g. Kratz 

et al., 1997), partly because of the addition of more nutrients from
larger catchment areas but also because of increasing human inputs
in lowland areas through fertilizer application and sewage.

Many lakes in arid regions, lacking
a stream outflow, lose water only 
by evaporation. The waters of these
endorheic lakes (internal flow) are thus
more concentrated than their freshwater
counterparts, being particularly rich in
sodium (with values up to 30,000 mg l−1

or more) but also in other nutrients such as phosphorus (up 
to 7000 µg l−1 or more). Saline lakes should not be considered as
oddities; globally, they are just as abundant in terms of numbers
and volume as freshwater lakes (Williams, 1988). They are usu-
ally very fertile and have dense populations of blue-green algae
(for example, Spirulina platensis), and some, such as Lake Nakuru
in Kenya, support huge aggregations of plankton-filtering flamin-
goes (Phoeniconaias minor). No doubt, the high level of phospho-
rus is due in part to the concentrating effect of evaporation. In
addition, there may be a tight nutrient cycle in lakes such as Nakuru
in which continuous flamingo feeding and the supply of their 
excreta to the sediment creates circumstances where phosphorus
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is continuously regenerated from the sediment to be taken up again
by phytoplankton (Moss, 1989).

18.3.3 Estuaries

In estuaries, both planktonic organisms
(as in lakes) and benthic organisms (as
in rivers) are significant in nutrient
flux. Hughes et al. (2000) introduced
tracer levels of a rare isotope of nitro-
gen (as nitrate-containing 15N) into the

water of an estuary in Massachusetts, USA, to study how nitro-
gen derived from the catchment area is used and transformed in
the estuarine food web. They focused their study on the upper,
low salinity part of the estuary where water derived from the 
river catchment first meets the saline influence of tidal seawater.
The planktonic centric diatom Actinocyclus normanii turned out to 
be the primary vector of nitrogen to some benthic organisms 
(large crustaceans) and particularly pelagic organisms (planktonic 
copepods and juvenile fishes). Certain components of the sedi-
mentary biota received a small proportion of their nitrogen via 
the centric diatom (10–30%; e.g. pennate diatoms, harpacticoid
copepods, oligochaete worms, bottom-feeding fishes such as
mummichog, Fundulus heteroclitus, and sand shrimps). But many
others obtained almost all their nitrogen from a pathway based
on plant detritus. The patterns of nitrogen flow through this 
estuarine food web are shown in Figure 18.11. The relative
importance of nutrient fluxes through the grazer and decomposer
systems can be expected to vary from estuary to estuary.

The chemistry of estuarine (and
coastal marine) water is strongly influ-
enced by features of the catchment
area through which the rivers have

been flowing, and human activities play a major role in determining
the nature of the water supplied. In a revealing comparison, van
Breeman (2002) describes the forms of nitrogen in water at the
mouths of rivers in North and South America. In the North
American case, where the river flows through a largely forested
region but has been subject to considerable human impact 
(fertilizer input, logging, acid precipitation, etc.), nitrogen was
almost exclusively exported to estuaries and the sea in inorganic
form (only 2% organic). In contrast, a pristine South American
river, subject to very little human impact, exported 70% of its 
nitrogen in organic form. In Australian rivers too, pristine
forested catchments export little nitrogen or phosphorus, and the
predominant form of nitrogen is organic. As human population
density increases (greater agricultural runoff and sewage) and 
forests are cleared (less tight retention of nutrients), however, 
the export to river mouths of both nitrogen and phosphorus
increases and the predominant form of nitrogen changes to 
inorganic (Figure 18.12).
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18.3.4 Continental shelf regions of the oceans

The nutrient budgets of coastal regions
of oceans, like estuaries, are strongly
influenced by the nature of catchment
areas that supply the water, via rivers,
to the sea. Concentrations of nitrogen

or phosphorus may limit productivity in these areas as in other
water bodies, but a further human-induced effect on the chemistry
of riverwater has special significance for planktonic communities
in the oceans. Today, more than 25% of the world’s rivers have
been dammed or diverted (for hydroelectric generation, irrigation
and human water supply). Associated with damming is the loss
of upper soils and vegetation through inundation, loss of soil
through shoreline erosion, and underground channeling of water
through tunnels. These effects reduce the contact of water with
vegetated soil and, therefore, reduce weathering. Figure 18.13 illus-
trates the patterns of export of dissolved silicate, an essential 
component of the cells of planktonic diatoms in the sea, for a
dammed river and a freely flowing river in Sweden. The export
of silicate was dramatically lower in the dammed case. The pos-
sible ecological effects of silicate reduction to nutrient fluxes and
productivity in the sea may become particularly significant in East
Asia, where major rivers are being dammed at accelerating rates
(Milliman, 1997).

Another important mechanism of
nutrient enrichment in coastal regions is
local upwelling, bringing high nutrient
concentrations from deep to shallow

water where they fuel primary productivity, often producing
phytoplankton blooms. Three categories of upwelling have been

described and studied off the east coast of Australia: (i) wind-driven
upwellings in response to seasonal north and northeasterly
breezes; (ii) upwelling driven by the encroachment of the 
East Australian Current (EAC) onto the continental shelf; and 
(iii) upwelling caused by the separation of the EAC from the coast.
Figure 18.14 provides examples of the distribution of nitrate 
concentrations associated with each mechanism. Wind-driven
upwellings (generally considered to be the dominant mechanism
globally) are not persistent or massive in scale. The highest
nitrate concentrations are generally associated with encroachment
upwellings, whilst separation upwellings are the most widespread
along the coast of New South Wales.

18.3.5 Open oceans

We can view the open ocean as the largest of all endorheic
‘lakes’ – a huge basin of water supplied by the world’s rivers and
losing water only by evaporation. Its great size, in comparison 
to the input from rain and rivers, leads to a remarkably constant
chemical composition.

We considered biologically medi-
ated transformations of carbon in ter-
restrial ecosystems in Section 18.2.3.
Figure 18.15 illustrates the same thing
but for the open ocean. The main transformers of dissolved 
inorganic carbon (essentially CO2) are the small phytoplankton,
which recycle CO2 in the euphotic zone, and the larger plankton,
which generate the majority of the carbon flux in particulate and
dissolved organic form to the deep ocean floor. Figure 18.16 shows
that, in general, only a small proportion of carbon fixed near the
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surface finds its way to the ocean bed. What reaches the ocean
floor is consumed by the deep-sea biota, some is remineralized
into dissolved organic form by decomposers, and a small proportion
becomes buried in the sediment.

Just as we saw in terrestrial ecosys-
tems, marked seasonal and interannual
differences in nutrient flux and avail-
ability can be detected in the deep

ocean. Thus, Figure 18.17a shows how chlorophyll a concen-
trations varied during the spring bloom at a site in the North
Atlantic, reflecting a succession of dominant phytoplankton
species. Large diatoms bloomed first, consuming almost all the
available silicate (Figure 18.17b). Subsequently, a bloom of 
small flagellates used up the remaining nitrate. Over a longer
timescale, a remarkable shift in the relative abundance of organic
nitrogen and phosporus has been witnessed in the North Pacific.

The ocean has traditionally been viewed as nitrogen-limited,
but, when nitrogen limitation is extreme, nitrogen-fixing taxa such
as Trichodesmium spp. grow over large areas and bring into play
the inexhaustible pool of dissolved N2 in the ocean. This has 
led to a decade-long shift in the N : P ratio in suspended partic-
ulate organic matter (Figure 18.17c). Under these circumstances, 
phosphorus, iron or some other nutrient will eventually limit 
productivity.

About 30% of the world’s oceans
have long been known to have low
productivity despite high concentra-
tions of nitrate. The hypothesis that
this paradox was due to the iron lim-
itation of phytoplankton productivity has been tested in locations
as different as the eastern equatorial Pacific and the open polar
Southern Ocean (Boyd, 2002). Large infusions of dissolved iron
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at sites in each ocean led in both cases to dramatic increases in
primary productivity and decreases in nitrate and silicate, as
these were taken up during algal production (the results are
expressed as nitrate removal in Figure 18.18). Bacterial pro-
ductivity tripled within a few days in both cases, and rates of 
herbivory by micrograzers (flagellates and ciliates) also increased,
but less so in the polar situation (where dominance by a grazer-
resistant, highly silicified diatom probably suppressed grazing). 
The metazoan community, dominated by copepods, showed 
relatively little change in either situation.

It is an intriguing thought that in places such as the eastern
equatorial Pacific or polar Southern Ocean, blooms in productivity
might sometimes be caused by long-distance wind transport of
land-derived, iron-rich particles. This would mirror, but on a very
different scale, the high productivity associated with inputs of land-
derived, nutrient-rich water from rivers.

Air–sea exchangeAtmosphere

Ocean surface

M
ix

ed
 la

ye
r

Benthos

Dissolved inorganics

Small phytoplankton Large phytoplankton

Bacteria MacrozooplanktonMicrozooplankton

Bacteria

Dissolved inorganics

Dissolved organics Particulate organics

Particulate organicsDissolved organics

D
ee

p
 o

ce
an

Figure 18.15 Biologically mediated
transformations of carbon in the open
ocean. (After Fasham et al., 2001.)
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surface of the globe, and precipitation brings it down to earth (with
a net movement of atmospheric water from oceans to continents),
where it may be stored temporarily in soils, lakes and icefields.
Loss occurs from the land through evaporation and transpiration
or as liquid flow through stream channels and groundwater
aquifers, eventually to return to the sea. The major pools of water
occur in the oceans (97.3% of the total for the biosphere; Berner
& Berner, 1987), the ice of polar ice caps and glaciers (2.06%),
deep in the groundwater (0.67%) and in rivers and lakes (0.01%).
The proportion that is in transit at any time is very small – water
draining through the soil, flowing along rivers and present as clouds
and vapor in the atmosphere constitutes only about 0.08% of the
total. However, this small percentage plays a crucial role, both
by supplying the requirements for survival of living organisms and
for community productivity, and because so many chemical
nutrients are transported with the water as it moves.
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Figure 18.18 (a) Rates of depth-integrated net primary production (NPP) after iron addition at sites in the eastern equatorial Pacific
Ocean (4) and polar Southern Ocean (�). (b) Nitrate removal during the time course of the two experiments. Note that silicate followed
similar patterns. (After Boyd, 2002.)
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Figure 18.19 The hydrological cycle
showing fluxes and sizes of reservoirs 
(× 106 km3). Values in parentheses 
represent the size of the various reservoirs.
(After Berner & Berner, 1987.)

18.4 Global biogeochemical cycles

Nutrients are moved over vast distances by winds in the atmo-
sphere and by the moving waters of streams and ocean cur-
rents. There are no boundaries, either natural or political. It is
appropriate, therefore, to conclude this chapter by moving to 
an even larger spatial scale to examine global biogeochemical 
cycles.

18.4.1 Hydrological cycle

The hydrological cycle is simple to conceive (although its elements
are by no means always easy to measure) (Figure 18.19). The 
principal source of water is the oceans; radiant energy makes 
water evaporate into the atmosphere, winds distribute it over the
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The hydrological cycle would pro-
ceed whether or not a biota was pre-
sent. However, terrestrial vegetation
can modify to a significant extent the

fluxes that occur. Plants live between two counterflowing move-
ments of water (McCune & Boyce, 1992). One moves within the
plant, proceeding from the soil into the roots, up through the stem
and out from the leaves as transpiration. The other is deposited
on the canopy as precipitation from where it may evaporate or
drip from the leaves or flow down the stem to the soil. In the
absence of vegetation, some of the incoming water would 
evaporate from the ground surface but the rest would enter the
stream flow (via surface runoff and groundwater discharge).
Vegetation can intercept water at two points on this journey, pre-
venting some from reaching the stream and causing it to move
back into the atmosphere by: (i) catching some in foliage from
where it may evaporate; and (ii) preventing some from draining
from the soil water by taking it up in the transpiration stream.

We have seen on a small scale how cutting down the forest
in a catchment in Hubbard Brook can increase the throughput
to streams of water together with its load of dissolved and par-
ticulate matter. It is small wonder that large-scale deforestation
around the globe, usually to create new agricultural land, can lead
to the loss of topsoil, nutrient impoverishment and increased sever-
ity of flooding.

Another major perturbation to the hydrological cycle will 
be global climate change resulting from human activities (see
Section 18.4.6). The predicted temperature increase, with its
concomitant changes to wind and weather patterns, can be

expected to affect the hydrological cycle by causing some melting
of polar caps and glaciers, by changing patterns of precipitation
and by influencing the details of evaporation, transpiration and
stream flow.

18.4.2 A general model of global nutrient flux

The world’s major abiotic reservoirs for
nutrients are illustrated in Figure 18.20.
The biotas of both terrestrial and aquatic
habitats obtain some of their nutrient
elements predominantly via the wea-
thering of rock. This is the case, for example, for phosphorus.
Carbon and nitrogen, on the other hand, derive mainly from the
atmosphere – the first from CO2 and the second from gaseous
nitrogen, fixed by microorganisms in the soil and water. Sulfur
derives from both atmospheric and lithospheric sources. In the
following sections we consider phosphorus, nitrogen, sulfur and
carbon in turn, and ask how human activities upset the global
biogeochemical cycles of these biologically important elements.

18.4.3 Phosphorus cycle

The principal stocks of phosphorus
occur in the water of the soil, rivers,
lakes and oceans and in rocks and
ocean sediments. The phosphorus
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cycle may be described as an ‘open’ cycle because of the general
tendency for mineral phosphorus to be carried from the land inex-
orably to the oceans, mainly in rivers, but also to smaller extents
in groundwater, or via volcanic activity and atmospheric fallout,
or through abrasion of coastal land. The cycle may alternatively
be termed a ‘sedimentary cycle’ because ultimately phosphorus
becomes incorporated in ocean sediments (Figure 18.21a). We can
unravel an intriguing story that starts in a terrestrial catchment
area. A typical phosphorus atom, released from the rock by

chemical weathering, may enter and cycle within the terrestrial
community for years, decades or centuries before it is carried via
groundwater into a stream, where it takes part in the nutrient
spiraling described in Section 18.3.1. Within a short time of
entering the stream (weeks, months or years), the atom is car-
ried to the ocean. It then makes, on average, about 100 round
trips between the surface and deep waters, each lasting perhaps
1000 years. During each trip, it is taken up by organisms that live
at the ocean surface, before eventually settling into the deep again.

••••

Figure 18.21 The main pathways of nutrient flux (black) and the perturbations caused by human activities (color) for four important
nutrient elements: (a) phosphorus, (b) nitrogen, (c) sulfur (DMS, dimethylsufide), and (d) carbon. Insignificant compartments and fluxes 
are represented by dashed lines. (Based on the model illustrated in Figure 18.10, where further details can be found.)
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On average, on its 100th descent (after 10 million years in the ocean)
it fails to be released as soluble phosphorus, but instead enters
the bottom sediment in particulate form. Perhaps 100 million 
years later, the ocean floor is lifted up by geological activity to
become dry land. Thus, our phosphorus atom will eventually find
its way back via a river to the sea, and to its existence of cycle
(biotic uptake and decomposition) within cycle (ocean mixing)
within cycle (continental uplift and erosion).

Human activities affect the phos-
phorus cycle in a number of ways.
Marine fishing transfers about 50 Tg 
(1 teragram = 1012 g) of phosphorus
from the ocean to the land each year.
Since the total oceanic pool of phos-
phorus is around 120 Pg (1 petagram =

1015 g), this reverse flow has negligible consequences for the ocean 
compartment. However, phosphorus from the fish catch will
eventually move back through the rivers to the sea and, thus, fishing
contributes indirectly to increased concentrations in inland
waters. More than 13 Tg of phosphorus are dispersed annually
over agricultural land as fertilizer (some derived from the marine
fish catch) and a further 2 or 3 Tg as an additive to domestic deter-
gents. Much of the former reaches the aquatic system as agricultural
runoff, whereas the latter arrives in domestic sewage. In addition,
deforestation and many forms of land cultivation increase erosion
in catchment areas and contribute to artificially high amounts 
of phosphorus in runoff water. All told, human activities have
almost doubled the inflow of phosphorus to the oceans above that
which occurs naturally (Savenko, 2001).

An increase to phosphorus input 
to the oceans on this scale is likely to
have increased productivity to some
extent, but as the more concentrated

water passes through rivers, estuaries, coastal waters and particu-
larly lakes, its influence can be particularly profound. This is 
because phosphorus is often the nutrient whose supply limits
aquatic plant growth. In many lakes worldwide, the input of large
quantities of phosphorus from agricultural runoff and sewage and
also of nitrogen (mainly as runoff from agricultural land) produces
ideal conditions for high phytoplankton productivity. In such
cases of cultural eutrophication (enrichment), the lake water
becomes turbid because of dense populations of phytoplankton
(often the blue-green species), and large aquatic plants are out-
competed and disappear along with their associated invertebrate
populations. Moreover, decomposition of the large biomass of 
phytoplankton cells may lead to low oxygen concentrations,
which kill fish and invertebrates. The outcome is a productive com-
munity, but one with low biodiversity and low esthetic appeal.
The remedy is to reduce nutrient input; for example, by altering 
agricultural practices and by diverting sewage, or by chemically
‘stripping’ phosphorus from treated sewage before it is dis-
charged. Where phosphate loading has been reduced in deep lakes,

such as Lake Washington in North America, a reversal of the trends
described above may occur within a few years (Edmonson, 1970).
In shallow lakes, however, phosphorus stored in the sediment may
continue to be released and the physical removal of some of the
sediment may be called for (Moss et al., 1988).

The effects of agricultural runoff and sewage discharge are 
localized, in the sense that only those waters that drain the
catchment area concerned are affected. But the problem is 
pervasive and worldwide.

18.4.4 Nitrogen cycle

The atmospheric phase is predominant
in the global nitrogen cycle, in which
nitrogen fixation and denitrification by
microbial organisms are by far the most
important (Figure 18.21b). Atmospheric
nitrogen is also fixed by lightning discharges during storms and
reaches the ground as nitric acid dissolved in rainwater, but only
about 3–4% of fixed nitrogen derives from this pathway. Organic
forms of nitrogen are also widespread in the atmosphere, some
of which results from the reaction of hydrocarbons and oxides 
of nitrogen in polluted air masses. In addition, amines and urea
are naturally injected as aerosols or gases from terrestrial and aquatic
ecosystems; and a third source consists of bacteria and pollen (Neff
et al., 2002). While the atmospheric phase produces by far the most
important input of nitrogen, there is also evidence that nitrogen
from certain geological sources may fuel local productivity in 
terrestrial and freshwater communities (Holloway et al., 1998;
Thompson et al., 2001). The magnitude of the nitrogen flux in
stream flow from terrestrial to aquatic communities may be relat-
ively small, but it is by no means insignificant for the aquatic sys-
tems involved. This is because nitrogen is one of the two elements
(along with phosphorus) that most often limits plant growth.
Finally, there is a small annual loss of nitrogen to ocean sediments.

In a model for the terrestrial part of the biosphere, nitrogen
fixation accounts for the input of 211 Tg N year−1. This is the 
predominant annual source of nitrogen and can be compared 
with the total amount stored in terrestrial vegetation and soil 
of 296 Pg year−1 (280 Pg year−1 of which is in the soil, and 90% of
this in organic form) (Lin et al., 2000).

Human activities have a variety 
of far-reaching effects on the nitrogen
cycle. Deforestation, and land clearance
in general, leads to substantial increases
in nitrate flux in the stream flow and N2O losses to the atmosphere
(see Section 18.2.2). In addition, technological processes yield 
fixed nitrogen as a by-product of internal combustion and in the
production of fertilizers. The agricultural practice of planting
legume crops, with their root nodules containing nitrogen-fixing
bacteria, contributes further to nitrogen fixation. In fact, the
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amount of fixed nitrogen produced by these human activities is
of the same order of magnitude as that produced by natural 
nitrogen fixation. The production of nitrogenous fertilizers (more
than 50 Tg year−1) is of particular significance because an appre-
ciable proportion of fertilizer added to land finds its way into streams
and lakes. The artificially raised concentrations of nitrogen con-
tribute to the process of cultural eutrophication of lakes.

Human activities impinge on the atmospheric phase of the 
nitrogen cycle too. For example, fertilization of agricultural soils
leads to increased runoff as well as an increase in denitrification,
and the handling and spreading of manure in areas of intensive
animal husbandry releases substantial amounts of ammonia to 
the atmosphere. Atmospheric ammonia (NH3) is increasingly
recognized as a major pollutant when it is deposited downwind
of livestock farming areas (Sutton et al., 1993). Since many plant
communities are adapted to low nutrient conditions, an
increased input of nitrogen can be expected to cause changes to
community composition. Lowland heathland is particularly 
sensitive to nitrogen enrichment (this is a terrestrial counterpart
to lake eutrophication) and, for example, more than 35% of 
former Dutch heathland has now been replaced by grassland
(Bobbink et al., 1992). Further sensitive communities include cal-
careous grasslands and upland herb and bryophyte floras, where
declines in species richness have been recorded (Sutton et al., 1993).
The vegetation of some other terrestrial communities may be less
sensitive, because it may reach a stage where nitrogen is not 
limited. Increased nitrogen deposition to forests, for example, can
be expected to result initially in increased forest growth, but at
some point the system becomes ‘nitrogen-saturated’ (Aber, 1992).
Further increases in nitrogen deposition can be expected to ‘break
through’ into drainage, with raised concentrations of nitrogen in
stream runoff contributing to eutrophication of downstream lakes.

There is clear evidence of increased
NH3 emissions during the past few
decades and current estimates indicate
that these account for 60–80% of

anthropogenic nitrogen input to European ecosystems, at least
in localized areas around livestock operations (Sutton et al.,
1993). The other 20–40% derives from oxides of nitrogen (NOx),
resulting from combustion of oil and coal in power stations, 
and from industrial processes and traffic emissions. Atmospheric
NOx is converted, within days, to nitric acid, which contributes,
together with NH3, to the acidity of precipitation within and down-
wind of industrial regions. Sulfuric acid is the other culprit, and
we outline the consequences of acid rain in the next section, after
dealing with the global sulfur cycle.

18.4.5 Sulfur cycle

In the global phosphorus cycle we have seen that the lithospheric
phase is predominant (Figure 18.21a), whereas the nitrogen cycle

has an atmospheric phase of overwhelming importance (Fig-
ure 18.21b). Sulfur, by contrast, has atmospheric and lithospheric
phases of similar magnitude (Figure 18.21c).

Three natural biogeochemical 
processes release sulfur to the atmo-
sphere: (i) the formation of the volatile
compound dimethylsulfide (DMS) 
(by enzymatic breakdown of an abund-
ant compound in phytoplankton –
dimethylsulfonioproprionate); (ii) anaerobic respiration by 
sulfate-reducing bacteria; and (iii) volcanic activity. Total 
biological release of sulfur to the atmosphere is estimated to be
22 Tg S year−1, and of this more than 90% is in the form of DMS.
Most of the remainder is produced by sulfur bacteria that release
reduced sulfur compounds, particularly H2S, from waterlogged
bog and marsh communities and from marine communities
associated with tidal flats. Volcanic production provides a further
7 Tg S year−1 to the atmosphere (Simo, 2001). A reverse flow
from the atmosphere involves oxidation of sulfur compounds to 
sulfate, which returns to earth as both wetfall and dryfall.

The weathering of rocks provides about half the sulfur drain-
ing off the land into rivers and lakes, the remainder deriving from
atmospheric sources. On its way to the ocean, a proportion of
the available sulfur (mainly dissolved sulfate) is taken up by plants,
passed along food chains and, via decomposition processes,
becomes available again to plants. However, in comparison to 
phosphorus and nitrogen, a much smaller fraction of the flux of
sulfur is involved in internal recycling in terrestrial and aquatic
communities. Finally, there is a continuous loss of sulfur to
ocean sediments, mainly through abiotic processes such as the 
conversion of H2S, by reaction with iron, to ferrous sulfide
(which gives marine sediments their black color).

The combustion of fossil fuels is
the major human perturbation to the
global sulfur cycle (coal contains 1–5%
sulfur and oil contains 2–3%). The SO2 released to the atmosphere
is oxidized and converted to sulfuric acid in aerosol droplets, mostly
less than 1 µm in size. Natural and human releases of sulfur to
the atmosphere are of similar magnitude and together account
for 70 Tg S year−1 (Simo, 2001). Whereas natural inputs are spread
fairly evenly over the globe, most human inputs are concentrated
in and around industrial zones in northern Europe and eastern
North America, where they can contribute up to 90% of the 
total (Fry & Cooke, 1984). Concentrations decline progressively
downwind from sites of production, but they can still be high at
distances of several hundred kilometers. Thus, one nation can
export its SO2 to other countries; concerted international political
action is required to alleviate the problems that arise.

Water in equilibrium with CO2 in the atmosphere forms
dilute carbonic acid with a pH of about 5.6. However, the pH 
of acid precipitation (rain or snow) can average well below 5.0,
and values as low as 2.4 have been recorded in Britain, 2.8 in
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Scandinavia and 2.1 in the USA. The emission of SO2 often con-
tributes most to the acid rain problem, though together NOx and
NH3 account for 30–50% of the problem (Mooney et al., 1987;
Sutton et al., 1993).

We saw earlier how a low pH can drastically affect the 
biotas of streams and lakes (see Chapter 2). Acid rain (see 
Section 2.8) has been responsible for the extinction of fish in 
thousands of lakes, particularly in Scandinavia. In addition, a low
pH can have far-reaching consequences for forests and other 
terrestrial communities. It can affect plants directly, by breaking
down lipids in foliage and damaging membranes, or indirectly,
by increasing leaching of some nutrients from the soil and by 
rendering other nutrients unavailable for uptake by plants. It is
important to note that some perturbations to biogeochemical cycles
arise through indirect, ‘knock-on’ effects on other biogeochemical
components. For example, alterations in the sulfur flux in them-
selves are not always damaging to terrestrial and aquatic com-
munities, but the effect of sulfate’s ability to mobilize metals 
such as aluminum, to which many organisms are sensitive, 
may indirectly lead to changes in community composition. (In
another context, sulfate in lakes can reduce the ability of iron 
to bind phosphorus, releasing the phosphorus and increasing
phytoplankton productivity (Caraco, 1993).)

Provided that governments show the political will to reduce
emissions of SO2 and NOx (for example, by making use of tech-
niques already available to remove sulfur from coal and oil), 
the acid rain problem should be controllable. Indeed reductions
in sulfur emissions have occurred in various parts of the world.

18.4.6 Carbon cycle

Photosynthesis and respiration are the
two opposing processes that drive the
global carbon cycle. It is predominantly
a gaseous cycle, with CO2 as the main
vehicle of flux between the atmosphere,

hydrosphere and biota. Historically, the lithosphere played only
a minor role; fossil fuels lay as dormant reservoirs of carbon until
human intervention in recent centuries (Figure 18.21d).

Terrestrial plants use atmospheric CO2 as their carbon source
for photosynthesis, whereas aquatic plants use dissolved carbon-
ates (i.e. carbon from the hydrosphere). The two subcycles are
linked by exchanges of CO2 between the atmosphere and oceans
as follows:

atmospheric CO2 0 dissolved CO2

CO2 + H2O 0 H2CO3 (carbonic acid).

In addition, carbon finds its way into inland waters and oceans
as bicarbonate resulting from weathering (carbonation) of calcium-
rich rocks such as limestone and chalk:

CO2 + H2O + CaCO3 0 CaH2(CO3)2.

Respiration by plants, animals and microorganisms releases 
the carbon locked in photosynthetic products back to the 
atmospheric and hydrospheric carbon compartments.

The concentration of CO2 in the
atmosphere has increased from about
280 parts per million (ppm) in 1750 to
more than 370 ppm today and it is still
rising. The pattern of increase recorded
at the Mauna Loa Observatory in
Hawaii since 1958 is shown in Figure 18.22. (Note the cyclical
decreases in CO2 associated with higher rates of photosynthesis
during summer in the northern hemisphere – reflecting the fact
that most of the world’s landmass is north of the equator.)

We discussed this increase in 
atmospheric CO2, and the associated
exaggeration in the greenhouse effect,
in Sections 2.9.1 and 2.9.2, but armed
with a more comprehensive appreciation of carbon budgets, we
can now revisit this subject. The principal causes of the increase
has been the combustion of fossil fuels and, to a much smaller
extent, the kilning of limestone to produce cement (the latter 
produces less than 2% of that produced by fossil fuel burning).
Together, during the period 1980–95, these accounted for a 
net increase in the atmosphere averaging 5.7 (± 0.5) Pg C year−1

(Houghton, 2000).
Land-use change has caused a further

1.9 (± 0.2) Pg of carbon to enter the
atmosphere each year. The exploitation
of tropical forest causes a significant
release of CO2, but the precise effect depends on whether forest
is cleared for permanent agriculture, shifting agriculture or tim-
ber production. The burning that follows most forest clearance
quickly converts some of the vegetation to CO2, while decay 
of the remaining vegetation releases CO2 over a more extended
period. If forests have been cleared to provide for permanent 
agriculture, the carbon content of the soil is reduced by decom-
position of the organic matter, by erosion and sometimes by
mechanical removal of the topsoil. Clearance for shifting agriculture
has similar effects, but the regeneration of ground flora and 
secondary forest during the fallow period sequesters a proportion
of the carbon originally lost. Shifting agriculture and timber
extraction involve ‘temporary’ clearance in which the net release
of CO2 per unit area is significantly less than is the case for 
‘permanent’ clearance for agriculture
or pasture. Changes to land use in non-
tropical terrestrial communities seem to
have had a negligible effect on the net
release of CO2 to the atmosphere.

The total amount of carbon
released each year to the atmosphere 
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by human activities (7.6 Pg C year−1; see Section 2.9.1) can be com-
pared with the 100–120 Pg C year−1 released naturally by respira-
tion of the world’s biota (Houghton, 2000). Where does 
the extra CO2 go? The observed increase in atmospheric CO2

accounts for 3.2 (± 1.0) Pg C year−1 (i.e. 42% of the human inputs).
Much of the rest, 2.1 (± 0.6) Pg C year−1, dissolves in the oceans.
This leaves 2.3 Pg C year−1, which is generally put down to a 
residual terrestrial sink, the magnitude, location and causes of 
which are uncertain, but are believed to involve increased ter-
restrial productivity in northern mid-latitude regions (i.e. part of
the increase in CO2 may serve to ‘fertilize’ terrestrial communities
and be assimilated into extra biomass) and the recovery of forests
from earlier disturbances (Houghton, 2000).

There is considerable year-to-year
variation in the estimates of CO2

sources and sinks, and of the increase
in the atmosphere (Figure 18.23).
Indeed, this variation is what allowed
standard errors to be placed on average

values in the previous paragraphs. The declines in atmospheric
increase in CO2 between 1981 and 1982 followed dramatic rises
in oil prices, while the declines in 1992 and 1993 followed the 
economic collapse of the Soviet Union. In 1997–98 (not shown
in Figure 18.23), a remarkable wildfire in a small part of the globe
doubled the growth rate of CO2 in the atmosphere. Massive 
forest fires in Indonesia produced a carbon emission of about 
1 Pg in just a few weeks. The burned areas included vast deposits
of peat, which lost 25–85 cm of their depth during the fire, and
most of the released carbon came from this source rather than
the burning of wood. The fires in Indonesia were particularly 
serious due to a combination of circumstances – drought caused

by the 1997–98 El Niño event, the thickness of peat present, and
particular logging practices that allowed the vegetation and soil
to dry out (Schimel & Baker, 2002). The accurate prediction of
future changes in carbon emissions is a pressing matter, but it will
be a difficult task because so many variables – climatic, political
and sociological – impinge on the carbon balance. We return to
the many dimensions of the ecological challenges facing mankind
at the very end of the book (see Section 22.5.3).

Summary

Living organisms expend energy to extract chemicals from their
environment, hold on to them and use them for a period, and
then lose them again. In this chapter, we consider the ways in
which the biota on an area of land, or within a volume of water,
accumulates, transforms and moves matter between the various
living and abiotic components of the ecosystem. Some abiotic 
compartments occur in the atmosphere (carbon in carbon dioxide,
nitrogen as gaseous nitrogen), some in the rocks of the lithosphere
(calcium, potassium) and others in the hydrosphere – the water 
of soils, streams, lakes or oceans (nitrogen in dissolved nitrate,
phosphorus in phosphate).

Nutrient elements are available to plants as simple inorganic
molecules or ions and can be incorporated into complex organic
carbon compounds in biomass. Ultimately, however, when the
carbon compounds are metabolized to carbon dioxide, the mineral
nutrients are released again in simple inorganic form. Another plant
may then absorb them, and so an individual atom of a nutrient
element may pass repeatedly through one food chain after
another. By its very nature, each joule of energy in a high-energy
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compound can be used only once, whereas chemical nutrients can
be used again, and repeatedly recycled (although nutrient cycling
is never perfect).

We discuss the ways that nutrients are gained and lost in ecosys-
tems and note that inputs and outputs of a given nutrient may
be in balance. However, this is by no means always so, in which
case the ecosystem is a net source or sink for the nutrient in 
question. We discuss the components of nutrient budgets, and
the factors affecting inputs and outputs, in forests, streams, lakes,
estuaries and oceans.

Because nutrients are moved over vast distances by winds in
the atmosphere and by the moving waters of streams and ocean
currents, we conclude the chapter by examining global biogeo-
chemical cycles. The principal source of water in the hydrological
cycle is the oceans; radiant energy makes water evaporate into

the atmosphere, winds distribute it over the surface of the globe,
and precipitation brings it down to earth. Phosphorus derives
mainly from the weathering of rocks (lithosphere); its cycle may
be described as sedimentary because of the general tendency 
for mineral phosphorus to be carried from the land inexorably 
to the oceans where ultimately it becomes incorporated in sedi-
ments. The sulfur cycle has an atmospheric phase and a lithospheric
phase of similar magnitude. In contrast, the atmospheric phase
is predominant in both the carbon and nitrogen cycles. Photo-
synthesis and respiration are the two opposing processes that 
drive the global carbon cycle while nitrogen fixation and denitri-
fication by microbial organisms are of particular importance 
in the nitrogen cycle. Human activities contribute significant
inputs of nutrients to ecosystems and disrupt local and global 
biogeochemical cycles.
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19.1 Introduction

Individual species can influence the
composition of whole communities in
a variety of ways. Every species provides
resources for others that prey upon 
or parasitize them, but some species
(trees, for example) provide a wide

range of resources that are used by a large number of consumer
species (discussed in Chapter 3). Thus, oak trees can be very 
influential in determining the composition and diversity of the
communities of which they are part by providing acorns, leaves,
stemwood and roots for their specialist herbivores as well as a
similar range of dead organic materials that are exploited by
detritivores and decomposers (see Chapter 11). Species may 
also help determine community composition and diversity by
influencing conditions (see Chapter 2). Thus, large plants create
microhabitats that encompass the niche requirements of many
smaller plants and animals, whilst large animals provide a range
of conditions on and in their bodies that are exploited by a vari-
ety of parasites (see Chapter 12). During succession we have also
seen that some early colonizers facilitate the entry of later
species by changing conditions in a way that favors the latter (see
Chapter 16). We will not dwell further on these processes.

The current chapter pays particular attention to the way that
competition, predation and parasitism can shape communities. The
ideas we present reflect a debate that has been central to ecology
for the last four decades. As we explain below, there are sound
theoretical reasons for expecting interspecific competition to be
important in shaping communities by determining which, and how
many, species can coexist. Indeed, the prevalent view amongst
ecologists in the 1970s was that competition was of overriding
importance (MacArthur, 1972; Cody, 1975). Subsequently, the con-
ventional wisdom has moved away from this monolithic view to
one giving more prominence to nonequilibrial and stochastic

factors, such as physical disturbance and inconstancy in conditions
(see Chapter 16), and to an important role for predation and para-
sitism (e.g. Diamond & Case, 1986; Gee & Giller, 1987; Hudson
& Greenman, 1998). We first consider the role of interspecific 
competition in theory and practice before proceeding to the
other population interactions that in some communities and for
some organisms make competition much less influential.

19.2 Influence of competition on 
community structure

The view that interspecific competition plays a central and 
powerful role in the shaping of communities was first fostered
by the competitive exclusion principle (see Chapter 8) which says
that if two or more species compete for the same limiting
resource, then all but one of them will be driven to extinction.
More sophisticated variants of the principle, namely the concepts
of limiting similarity, optimum similarity and niche packing (see
Chapter 8), have suggested a limit to the similarity of competing
species, and thus, a limit to the number of species that can be
fitted into a particular community before niche space is fully 
saturated. Within this theoretical framework, interspecific com-
petition is obviously important, because it excludes particular species
from some communities, and determines precisely which species
coexist in others. The crucial question, however, is: ‘how import-
ant are such theoretical effects in the real world?’

19.2.1 Prevalence of current competition in
communities

There is no argument about whether
competition sometimes affects commu-
nity structure; nobody doubts that it
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does. Equally, nobody claims that competition is of overriding
importance in each and every case. In a community where the
species are competing with one another on a day-to-day or
minute-by-minute basis, and where the environment is homo-
geneous, it is indisputable that competition will have a powerful
effect on community structure. Suppose instead, though, that other
factors prevent competition from progressing to competitive
exclusion, by depressing densities or periodically reversing com-
petitive superiority. In this context, Hutchinson (1961) noted
how phytoplankton communities generally exhibit high diversity
despite limited opportunities for resource partitioning (his ‘para-
dox of the plankton’) and suggested that short-term fluctuations
in conditions (e.g. temperature) or resources (light or nutrients)
might prevent competitive exclusion and permit high diversity.
Floder et al. (2002) tested this hypothesis by comparing species
diversity of inocula of natural phytoplankton communities in 
microcosms maintained at high (100 µmol photons m−2 s−1) or low 
(20 µmol photons m−2 s−1) light levels with diversities achieved when
light levels were periodically switched from high to low and back
again every 1, 3, 6 or 12 days in a 49-day experiment. As predicted
by Hutchinson, diversities were higher under fluctuating condi-
tions, where interspecific competition was less likely to proceed
to competitive exclusion (Figure 19.1).

Perhaps the most direct way of
determining the importance of com-
petition in practice is from the results
of experimental field manipulations, in
which one species is removed from or 

added to the community, and the responses of the other species
are monitored. Two important surveys of field experiments 

on interspecific competition were published in 1983. Schoener
(1983) examined the results of all the experiments he could find
– 164 studies in all – and noted that approximately equal num-
bers of studies had dealt with terrestrial plants, terrestrial animals
and marine organisms, but that studies of freshwater organisms
amounted to only about half the number in the other groups.
Amongst the terrestrial studies, however, most were concerned
with temperate regions and mainland populations and relatively
few dealt with phytophagous (plant-eating) insects. Any con-
clusions were therefore bound to be subject to the limitations
imposed by what ecologists had chosen to look at. Nevertheless,
Schoener found that approximately 90% of the studies had
demonstrated the existence of interspecific competition, and that
the figures were 89, 91 and 94% for terrestrial, freshwater and
marine organisms, respectively. Moreover, if he looked at single
species or small groups of species (of which there were 390) rather
than at whole studies which may have dealt with several groups
of species, 76% showed effects of competition at least sometimes,
and 57% showed effects in all the conditions under which they
were examined. Once again, terrestrial, freshwater and marine
organisms gave very similar figures. Connell’s (1983) review was
less extensive than Schoener’s: 72 studies in six major journals,
dealing with a total of 215 species and 527 different experiments.
Interspecific competition was demonstrated in most of the stud-
ies, in more than half of the species, and in approximately 40%
of the experiments. In contrast to Schoener, Connell found that
interspecific competition was more prevalent in marine than in
terrestrial organisms, and also that it was more prevalent in large
than in small organisms.

Taken together, Schoener’s and Connell’s reviews certainly 
seem to indicate that active, current interspecific competition 
is widespread. Its percentage occurrence amongst species is
admittedly lower than its percentage occurrence amongst whole
studies. However, this is to be expected, since, for example, if 
four species are arranged along a single niche dimension and 
all adjacent species competed with each other, this would still be
only three out of six (or 50%) of all possible pairwise interactions.

Connell also found, however, that in
studies of just one pair of species,
interspecific competition was almost
always apparent, whereas with more
species the prevalence dropped markedly (from more than 90%
to less than 50%). This can be explained to some extent by the
argument outlined above, but it may also indicate biases in the
particular pairs of species studied, and in the studies that are 
actually reported (or accepted by journal editors). It is highly likely
that many pairs of species are chosen for study because they are
‘interesting’ (because competition between them is suspected) and
if none is found this is simply not reported. Judging the preval-
ence of competition from such studies is rather like judging the
prevalence of debauched clergymen from the ‘gutter press’. Bias
in the choice of studies is a real problem, only partially alleviated
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in investigations of larger groups of species when a number 
of ‘negatives’ can be conscientiously reported alongside one or a
few ‘positives’. Thus the results of surveys, such as those by
Schoener and Connell, exaggerate, to an unknown extent, the 
frequency of competition.

As previously noted, phytophagous
insects were poorly represented in
Schoener’s data, but reviews of phyto-
phagous insects have tended to suggest
either that competition is relatively rare
in the group overall (Strong et al., 1984)
or at least in certain types of phyto-

phagous insects, for example ‘leaf-biters’ (Denno et al., 1995). There
are also examples of ‘vacant niches’ for phytophagous insects: feed-
ing sites or feeding modes on a widespread plant that are utilized
by insects in one part of the world, but not in another part of the
world where the native insect fauna is different (Figure 19.2). This
failure to saturate the niche space also argues against a powerful
role for interspecific competition. On a more general level, it has
been suggested that herbivores as a whole are seldom food-limited,
and are therefore not likely to compete for common resources
(Hairston et al., 1960; Slobodkin et al., 1967; see Section 20.2.5).
The bases for this suggestion are the observations that green plants
are normally abundant and largely intact, they are rarely devas-
tated, and most herbivores are scarce most of the time. Schoener

found the proportion of herbivores exhibiting interspecific com-
petition to be significantly lower than the proportions of plants,
carnivores or detritivores.

Taken overall, therefore, current interspecific competition
has been reported in studies on a wide range of organisms and
in some groups its incidence may be particularly obvious, for exam-
ple amongst sessile organisms in crowded situations. However,
in other groups of organisms, interspecific competition may
have little or no influence. It appears to be relatively rare among
herbivores generally, and particularly rare amongst some types
of phytophagous insect.

19.2.2 Structuring power of competition

Even when competition is potentially
intense, the species concerned may
nevertheless coexist. This has been
highlighted in theoretical studies of
model communities in which species compete for patchy and
ephemeral resources, and in which species themselves have
aggregated distributions, with each species distributed independ-
ently of the others (e.g. Atkinson & Shorrocks, 1981; Shorrocks
& Rosewell, 1987; see Chapter 8). The species exhibited ‘current
competition’ (like that in Schoener’s and Connell’s surveys), in
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that the removal of one species led to an increase in the abund-
ance of others. But, despite the fact that competition coefficients
were high enough to lead to competitive exclusion in a uniform
environment, the patchy nature of the environment and the
aggregative behaviors of individuals of the species made coexistence
possible without any niche differentiation. Thus, even if interspecific
competition is actually affecting the abundance of populations, it
need not determine the species composition of the community.
In a field study of 60 insect taxa (Diptera and Hymenoptera) that
exploit the patchy resources provided by 66 mushroom taxa,
Wertheim et al. (2000) found insect coexistence could be explained
by intraspecific aggregation in the manner described above, while
resource partitioning was judged not to contribute detectably to
biodiversity.

On the other hand, even when
interspecific competition is absent or
difficult to detect, this does not necess-
arily mean that it is unimportant as a

structuring force. Species may not compete at present because selec-
tion in the past favored an avoidance of competition, and thus a
differentiation of niches (Connell’s ‘ghost of competition past’ 
– see Chapter 8). Alternatively, unsuccessful competitors may
already have been driven to extinction; the present, observed species
may then simply be those that are able to exist because they com-
pete very little or not at all with other species. Furthermore, species
may compete only rarely (perhaps during population outbreaks),
or only in localized patches of especially high density, but the results
of such competition may be crucial to their continued existence
at a particular location. In all of these cases, interspecific competi-
tion must be seen as a powerful influence on community structure,
affecting which species coexist and the precise nature of those
species. Yet, this influence will not be reflected in the level of 
current competition. It is clear that the intensity of current com-
petition may sometimes be linked only weakly to the structur-
ing power of competition within the community.

This weak link has led a number 
of community ecologists to carry out
studies on competition that do not rely
on the existence of current competition.

The approach has been first to predict what a community should
look like if interspecific competition was shaping it or had shaped
it in the past, and then to examine real communities to see whether
they conform to these predictions.

The predictions themselves emerge readily from conventional
competition theory (see Chapter 8).

1 Potential competitors that coexist in a community should, at
the very least, exhibit niche differentiation (see Section 19.2.3).

2 This niche differentiation will often manifest itself as morpho-
logical differentiation (see Section 19.2.4).

3 Within any one community, potential competitors with little
or no niche differentiation would be unlikely to coexist. Their

distributions in space should therefore be negatively associated:
each should tend to occur only where the other is absent (see
Section 19.2.5).

In the following sections, we will discuss studies that deal 
with the documentation of patterns consistent with a role for com-
petition in structuring communities.

19.2.3 Evidence from community patterns: 
niche differentiation

The various types of niche differentiation in animals and plants
were outlined in Chapter 8. On the one hand, resources may be
utilized differentially. This may express itself directly within a 
single habitat, or as a difference in microhabitat, geographic dis-
tribution or temporal appearance if the resources are themselves
separated spatially or temporally. Alternatively, species and their
competitive abilities may differ in their responses to environmental
conditions. This too can express itself as either microhabitat,
geographic or temporal differentiation, depending on the manner
in which the conditions themselves vary.

19.2.3.1 Niche complementarity

In one study of niche differentiation
and coexistence, a number of species of
anenome fish were examined near
Madang in Papua New Guinea (Elliott
& Mariscal, 2001). This region has the
highest reported species richness of
both anenome fishes (nine) and their
host anenomes (10). Each individual anenome is typically occu-
pied by individuals of just one species of anenome fish because
the residents aggressively exclude intruders (although aggressive
interactions are less frequently observed between anenome fish
of very different sizes). Anenomes seem to be a limiting resource
for the fishes because almost all the anenomes were occupied,
and when some were transplanted to new sites they were quickly
colonized and the abundance of adult fish increased. Surveys at
three replicate reef sites in four zones (nearshore, mid-lagoon, outer
barrier reef and offshore: Figure 19.3a) showed that each anenome
fish was primarily associated with a particular species of anenome
and each showed a characteristic preference for a particular zone
(Figure 19.3b). Different anenome fish that lived with the same
anenome were typically associated with different zones. Thus,
Amphiprion percula occupied the anenome Heteractis magnifica in
nearshore zones, while A. perideraion occupied H. magnifica in 
offshore zones. Elliott and Mariscal concluded that coexistence
of the nine anenome fishes on the limited anenome resource was
possible because of the differentiation of their niches, together with
the ability of small anenome fish species (A. sandaracinos and A.
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Figure 19.3 (a) Map showing the location of three replicate study sites in each of four zones within and outside Madang Lagoon 
(N, nearshore; M, mid-lagoon; O, outer barrier reef; OS, offshore reef ). The white areas indicate water, heavy stippling represents coral
reef and light stippling represents land. (b) The percentage of three common species of anenome (Heteractis magnifica, H. crispa and
Stichodactyla mertensii) occupied by different anemone fish species (Amphiprion spp., in key on left) in each of four zones. The number of
anenomes censused in each zone is shown by n. (After Elliott & Mariscal, 2001.)
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leucokranos) to cohabit the same anenome with larger species. The
pattern is consistent with what would be expected of communities
molded by competition (specifically predictions 1 and 3 above).

Two further points, illustrated by the anenome fish, are worth
highlighting. First, they can be considered to be a guild, in that
they are a group of species that exploit the same class of envir-
onmental resources in a similar way (Root, 1967). If interspecific
competition is to occur at all, or if it has occurred in the past,
then it will be most likely to occur, or to have occurred, within
guilds. But this does not mean that guild members necessarily com-
pete or have necessarily competed: the onus is on ecologists to
demonstrate that this is the case.

The second point about the anenome fish is that they demon-
strate niche complementarity. That is, within the guild as a whole,
niche differentiation involves several niche dimensions, and species
that occupy a similar position along one dimension (anenome
species used) tend to differ along another dimension (zone occu-
pied). Complementary differentiation along several dimensions has
also been reported for guilds as diverse as lizards (Schoener, 1974),
bumblebees (Pyke, 1982), bats (McKenzie & Rolfe, 1986), rainforest
carnivores (Ray & Sunquist, 2001) and tropical trees (Davies 
et al., 1998), as described next.

19.2.3.2 Niche differentiation in space

Trees vary in their capacity to use
resources such as light, water and
nutrients. A study in Borneo of 11 tree

species in the genus Macaranga showed marked differentiation 
in light requirements, from extremely high light-demanding
species such as M. gigantea to shade-tolerant species such as 
M. kingii (Figure 19.4a). The average light levels intercepted by the
crowns of these trees tended to increase as they grew larger, but
the ranking of the species did not change. The shade-tolerant species
were smaller (Figure 19.4b) and persisted in the understory,
rarely establishing in disturbed microsites (e.g. M. kingii), in con-
trast to some of the larger, high-light species that are pioneers of
large forest gaps (e.g. M. gigantea). Others were associated with
intermediate light levels and can be considered small gap specialists
(e.g. M. trachyphylla). The Macaranga species were also differen-
tiated along a second niche gradient, with some species being more
common on clay-rich soils and others on sand-rich soils (Figure
19.4b). This differentiation may be based on nutrient availability
(generally higher in clay soils) and/or soil moisture availability
(possibly lower in the clay soils because of thinner root mats and
humus layers). As with the anenome fish, there is evidence of niche
complementarity among the Macaranga species. Thus, species 
with similar light requirements differed in terms of preferred soil 
textures, especially in the case of the shade-tolerant species.

The apparent niche partitioning by Macaranga species was partly
related to horizontal heterogeneity in resources (light levels in rela-

tion to gap size, distribution of soil types) and partly to vertical
heterogeneity (height achieved, depth of root mat).

Ectomycorrhizal fungi have also been shown to exploit
resources differentially in the vertical plane in the floor of a pine
(Pinus resinosa) forest. Until recently, it was not possible to study
the in situ distribution of ectomycorrhizal hyphae, but now DNA
analyses allow the identification of putative species (even in the
absence of species names) and permit their distributions to be com-
pared. The forest soil had a well-developed litter layer above a
fermentation layer (the F layer) and a thin humified layer (the 
H layer), with mineral soil beneath (the B horizon). Of the 26 species
separated by the DNA analysis, some were very largely restricted
to the litter layer (group A in Figure 19.5), others to the F layer
(group D), the H layer (group E) or the B horizon (group F). 
The remaining species were more general in their distributions
(groups B and C).

19.2.3.3 Niche differentiation in time

Intense competition may, in theory, 
be avoided by partitioning resources in
horizontal or vertical space, as in the
examples above, or in time (Kronfeld-
Schor & Dayan, 2003), for example, by a staggering of life cycles
through the year. It is notable that two species of mantids, which
feature as predators in many parts of the world, commonly coexist
both in Asia and North America. Tenodera sinensis and Mantis 
religiosa have life cycles that are 2–3 weeks out of phase. To test
the hypothesis that this asynchrony serves to reduce interspecific
competition, the timing of their egg hatch was experimentally 
synchronized in replicated field enclosures (Hurd & Eisenberg,
1990). T. sinensis, which normally hatches earlier, was unaffected
by M. religiosa. In contrast, the survival and body size of M. 
religiosa declined in the presence of T. sinensis. Because these 
mantids are both competitors for shared resources and predators
of each other, the outcome of this experiment probably reflects
a complex interaction between the two processes.

In plants too, resources may be 
partitioned in time. Thus, tundra plants
growing in nitrogen-limited conditions
in Alaska were differentiated in their 
timing of nitrogen uptake, as well as the soil depth from which
it was extracted and the chemical form of nitrogen used. To trace
how tundra species differed in their uptake of different nitrogen
sources, McKane et al. (2002) injected three chemical forms
labeled with the rare isotope 15N (inorganic ammonium, nitrate
and organic glycine) at two soil depths (3 and 8 cm) on two occa-
sions ( June 24 and August 7) in a 3 × 2 × 2 factorial design.
Concentration of the 15N tracer was measured in each of five 
common tundra plants in 3–6 replicates of each treatment 7 days
after application. The five plants proved to be well differentiated in
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their use of nitrogen sources (Figure 19.6). Cottongrass (Eriophorum
vaginatum) and the cranberry bush (Vaccinium vitis-idaea) both relied
on a combination of glycine and ammonium, but cranberry
obtained more of these forms early in the growing season and at
a shallower depth than cottongrass. The evergreen shrub Ledum
palustre and the dwarf birch (Betula nana) used mainly ammonium
but L. palustre obtained more of this form early in the season while
the birch exploited it later. Finally, the grass Carex bigelowii was
the only species to use mainly nitrate. Here, niche complement-
arity can be seen along three niche dimensions and differences in
timing of use may help explain the coexistence of these species
on a limited resource.

19.2.3.4 Niche differentiation – apparent or real? Null models

Many cases of apparent resource parti-
tioning have been reported. It is likely,
however, that studies failing to detect
such differentiation have tended to go
unpublished. It is always possible, of
course, that these ‘unsuccessful’ studies

are flawed and incomplete, and that they have failed to deal 
with the relevant niche dimensions; but a number have been
sufficiently beyond reproach to raise the possibility that in 
certain groups resource partitioning is not an important feature.
Strong (1982) studied a group of hispine beetles (Chrysomelidae)
that commonly coexist as adults in the rolled leaves of Heliconia
plants. These long-lived tropical beetles are closely related, eat 
the same food and occupy the same habitat. They would appear
to be good candidates for demonstrating resource partitioning.
Yet, Strong could find no evidence of segregation, except in the
case of just one of the 13 species studied, which was segregated
weakly from a number of others. The beetles lack any aggressive
behavior, either within or between species; their host specificity
does not change as a function of co-occupancy of leaves with other
species that might be competitors; and the levels of food and 
habitat are commonly not limiting for these beetles, which 
suffer heavily from parasitism and predation. In these species,
resource partitioning associated with interspecific competition does
not appear to structure the community. As we have seen, this
may well be true of many phytophagous insect communities. Plant

Figure 19.4 (right) (a) Percentage of individuals in each of 
five crown illumination classes for 11 Macaranga species (sample
sizes in parentheses). (b) Three-dimensional distribution of the 11
species with respect to maximum height, the proportion of stems
in high light levels (class 5 in (a)) and proportion of stems in sand-
rich soils. Each species of Macaranga is denoted by a single letter: 
G, gigantean; W, winkleri; H, hosei; Y, hypoleuca; T, triloba; 
B, beccariana; A, trachyphylla; K, kingii; U, hullettii; V, havilandii; 
L, lamellata. (After Davies et al., 1998.)
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studies involving taxa as diverse as phytoplankton (see Figure 19.1)
and trees (Brokaw & Busing, 2000) have similarly failed to pro-
vide evidence consistent with a strong role for niche partitioning
in promoting coexistence and species diversity. Whilst patterns
consistent with a niche differentiation hypothesis are reasonably
widespread, they are by no means universal.

Moreover, a number of workers,
notably Simberloff and Strong, have
criticized what they see as a tendency
to interpret ‘mere differences’ as con-
firming the importance of interspecific

competition. Such reports beg the question of whether the dif-
ferences are large enough or regular enough to be different from
what might be found at random among a set of species. This prob-
lem led to an approach known as null model analysis (Gotelli, 2001).
Null models are models of actual communities that retain certain
of the characteristics of their real counterparts, but reassemble the
components at random, specifically excluding the consequences
of biological interactions. In fact, such analyses are attempts to

follow a much more general approach to scientific investigation,
namely the construction and testing of null hypotheses. The idea
(familiar to most readers in a statistical context) is that the data
are rearranged into a form (the null model) representing what 
the data would look like in the absence of the phenomenon 
under investigation (in this case species interactions, particularly
interspecific competition). Then, if the actual data show a signi-
ficant statistical difference from the null hypothesis, the null
hypothesis is rejected and the action of the phenomenon under
investigation is strongly inferred. Rejecting (or falsifying) the
absence of an effect is reckoned to be better than confirming 
its presence, because there are well-established statistical methods
for testing whether things are significantly different (allowing
falsification) but none for testing whether things are ‘significantly
similar’.

Lawlor (1980) looked at 10 North
American lizard communities, consist-
ing of 4–9 species, for which he had 
estimates of the amounts of each of 

••
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Figure 19.5 The vertical distribution 
of 26 ectomycorrhizal fungal species in 
the floor of a pine forest determined 
by DNA analysis. Most have not been
named formally but are shown as a code
(TRFLP, terminal restriction fragment
length polymorphism). The vertical
distribution histograms show the
percentage of occurrences of each species
in litter, the F layer, the H layer and the B
horizon. (After Dickie et al., 2002.)
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20 food categories consumed by each species in each com-
munity (data from Pianka, 1973). A number of null models of 
these communities were created (see below), which were then
compared with their real counterparts in terms of their pat-
terns of overlap in resource use. If competition is or has been 
a significant force in determining community structure, the
niches should be spaced out, and overlap in resource use in 
the real communities should be less than predicted by the null
models.

Lawlor’s analysis was based on the ‘electivities’ of the consumer
species, where the electivity of species i for resource k was the
proportion of the diet of species i which consisted of resource k.
Electivities therefore ranged from 0 to 1. These electivities were
in turn used to calculate, for each pair of species in a community,
an index of resource-use overlap, which itself varied between 0
(no overlap) and 1 (complete overlap). Finally, each community
was characterized by a single value: the mean resource overlap
for all pairs of species present.
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Figure 19.6 Mean uptake of available soil
nitrogen (± SE) in terms of (a) chemical
form, (b) timing of uptake and (c) depth 
of uptake by the five most common 
species in tussock tundra in Alaska. Data
are expressed as the percentage of each
species’ total uptake (left panels) or as the
percentage of the total pool of nitrogen
available in the soil (right panels). 
(After McKane et al., 2002.)
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The null models were of four
types, generated by four ‘reorganization
algorithms’ (RA1–RA4, Figure 19.7).
Each retained a different aspect of the

structure of the original community whilst randomizing the
remaining aspects of resource use.

RA1 retained the minimum amount of original community
structure. Only the original number of species and the original
number of resource categories were retained. Observed elec-
tivities (including zeros) were replaced in every case by random 
values between 0 and 1. This meant that there were far fewer
zeros than in the original community. The niche breadth of each
species was therefore increased.

RA2 replaced all electivities, except zeros, with random values.
Thus, the qualitative degree of specialization of each consumer
was retained (i.e. the number of resources consumed to any extent
by each species was correct).

RA3 retained not only the original qualitative degree of 
specialization but also the original consumer niche breadths. No
randomly generated electivities were used. Instead, the original

sets of values were rearranged. In other words, for each consumer,
all electivities, both zeros and non-zeros, were randomly reassigned
to the different resource types.

RA4 reassigned only the non-zero electivities. Of all the algo-
rithms, this one retained most of the original community structure.

Each of the four algorithms was applied to each of the 10 
communities. In every one of these 40 cases, 100 ‘null model’ 
communities were generated and the corresponding 100 mean 
values of resource overlap were calculated. If competition were
important in the real community, these mean overlaps should
exceed the real community value. The real community was there-
fore considered to have a significantly lower mean overlap than
the null model (P < 0.05) if five or fewer of the 100 simulations
gave mean overlaps less than the real value.

The results are shown in Figure 19.7.
Increasing the niche breadths of all
consumers (RA1) resulted in the high-
est mean overlaps (significantly higher
than the real communities). Rearranging the observed non-zero
electivities (RA2 and RA4) also always resulted in mean overlaps

••••
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that were significantly higher than those actually observed. With
RA3, on the other hand, where all electivities were reassigned,
the differences were not always significant. But in all communities,
the algorithm mean was higher than the observed mean. In the
case of these lizard communities, therefore, the observed low over-
laps in resource use suggest that the niches are segregated, and
that interspecific competition plays an important role in community
structure.

A study similar to that in Figure 19.7
concerned spatial and temporal niche
partitioning in grassland ant communit-
ies in Oklahoma (Albrecht & Gotelli,

2001). In this case, there was little evidence of niche partitioning
on a seasonal basis. However, on a smaller spatial scale, at indi-
vidual bating stations there was significantly less spatial niche over-
lap than expected by chance. This pattern of results – sometimes
a role for competition is confirmed, sometimes not – has been
the general conclusion from the null model approach.

19.2.4 Evidence from morphological patterns

Where niche differentiation is mani-
fested as morphological differentiation,
the spacing out of niches can be expected
to have its counterpart in regularity in
the degree of morphological difference
between species belonging to a guild.

Specifically, a common feature claimed for animal guilds that appear
to segregate strongly along a single-resource dimension is that 
adjacent species tend to exhibit regular differences in body size
or in the size of feeding structures. Hutchinson (1959) was the
first to catalog many examples, drawn from vertebrates and
invertebrates, of sequences of potential competitors in which
average individuals from adjacent species had weight ratios of
approximately 2.0 or length ratios of approximately 1.3 (the cube
root of 2.0). This ‘rule’ also seems to hold approximately for guilds
as different as coexisting cuckoo-doves (mean body weight ratio
of 1.9; Diamond, 1975), bumblebees (mean proboscis length
ratio for worker bees of 1.32; Pyke, 1982), weasels (mean canine
diameter ratio of between 1.23 and 1.50; Dayan et al., 1989) and
even fossil brachiopods (between 1.48 and 1.57 for body outline
length, an index of the size of the brachiopod’s feeding organ;
Hermoyian et al., 2002). Models of competition do not predict
specific values for size ratios that might apply across a range of
organisms and environments, and whether the apparent regular-
ity is an empirical quirk usually remains to be determined. In 
the case of the brachiopod community (Figure 19.8), however,
Hermoyian et al. (2002) built 100,000 null models that each 
drew four species at random from the complete strophomenide 
brachiopod fossil fauna (74 taxa) and calculated size ratios
between adjacent species. On the basis of their results, they

••

rejected the null hypothesis (P < 0.03) that the observed ratios could
have arisen from randomly selected taxa, supporting the hypo-
thesis of limiting similarity.

If interspecific competition does in
fact shape a community, it will often 
do so through a process of selective
extinction. Species that are too similar
will simply fail to persist together. The detailed records of
ornithologists from the six main Hawaiian islands during the period
1860–1980 allowed Moulton and Pimm (1986) to estimate, at 
least to the nearest decade, when each species of passerine bird
was introduced and if and when it became extinct. In the
records, overall, there were 18 pairs of congeneric species pre-
sent at the same time on the same island. Of these, six pairs 
persisted together; in nine cases one species became extinct; 
and in three cases both species died out (the last category was
ignored in the analysis because the outcome is not compatible
with pairwise competitive exclusion). In cases where one spe-
cies became extinct the species pair was morphologically more 
similar than in cases where both species persisted: the average 
percentage difference in bill length was 9 and 22%, respectively.
This statistically significant result is consistent with the com-
petition hypothesis.

Moulton and Pimm’s approach was informative because it
invoked historical data, providing a glimpse of the elusive work-
ings of the ‘ghost of competition past’. An evolutionary perspect-
ive has been even more explicitly incorporated by the use of 
‘cladistic analysis’, which allows us to reconstruct phylogenies 
(evolutionary trees) based on similarities and differences between
species in their DNA molecules and/or in morphological (or
other biologically meaningful) characteristics.
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Figure 19.8 Distributions of strophomenide body outline length
(SOL) of samples of four coexisting species of strophomenide
brachiopods collected from a late Ordovician (c. 448–438 million
years before present) marine sediment in Indiana, USA. The
species shown, from left to right, are Eochonetes clarksvillensis,
Leptaena richmondensis, Strophomena planumbona and Rafinesquina
alternata. (After Hermoyian et al., 2002.)
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The results of such an analysis 
of the Anolis lizards of Puerto Rico
(Figure 19.9a) are consistent with the
hypothesis of divergent evolution in
body size (Losos, 1992). The two-

species stage in evolution (the first, lowermost node in Figure 19.9a)
was composed of species with markedly different snout–vent
lengths (SVL – a standard index of size for lizards) of approximately
38 and 64 mm (A. occultus and the ancestor of all the remaining
types, respectively) whilst sizes at the three-species stage (the 
next node) were 38, 64 and 127 mm. In Jamaica, on the other hand
(Figure 19.9b), no such pattern is observed; the two- and three-
species stages were composed of species of similar size (61 and
73 mm, then 57, 61 and 73 mm SVL). However, the phylogenies
of the two islands show remarkable consistency when viewed from
the point of view of patterns in ‘ecomorphs’ – each distinct in 
morphology, ecology and behavior. On both islands, the two-morph
stage was composed of a short-legged twig ecomorph, which crawls
slowly on narrow supports on the periphery of trees, and a 
generalist ancestral species. At the three-morph stage, too, both
islands possessed the same assembly – a twig ecomorph, one 
specialized at foraging in the tree crown and a trunk–ground type,
the latter being robust and long-legged and using its jumping 
and running abilities to forage on the ground. At the four-morph
stage the patterns were again identical, each having added a trunk–
crown type. Only at the five-morph stage was there a difference
– the grass–bush morph was the last to evolve on Puerto Rico,
but its counterpart has never appeared on Jamaica (Figure 19.10).
Note that on each island a morph usually consists of a single species
of Anolis, but Puerto Rico has several trunk–ground and grass–
bush species. This phylogenetic analysis is consistent with the
hypothesis that the faunal assembly on both Puerto Rico and
Jamaica has occurred via sequential microhabitat partitioning, with
morphological differences perhaps being related to differences in

microhabitat utilization. Extending this work to further islands,
Losos et al. (1998) confirmed that adaptive radiation in similar envir-
onments can produce strikingly similar evolutionary outcomes.

19.2.5 Evidence from negatively associated distributions

A number of studies have used pat-
terns in distribution as evidence for 
the importance of interspecific com-
petition. Foremost amongst these is
Diamond’s (1975) survey of the land
birds living on the islands of the Bismarck Archipelago off the 
coast of New Guinea. The most striking evidence comes from
distributions that Diamond refers to as ‘checkerboard’. In these,
two or more ecologically similar species (i.e. members of the 
same guild) have mutually exclusive but interdigitating distribu-
tions such that any one island supports only one of the species
(or none at all). Figure 19.11 shows this for two small, ecolog-
ically similar cuckoo-dove species: Macropygia mackinlayi and 
M. nigrirostris.

A null model approach to the analysis of distributional differ-
ences involves comparing the pattern of species co-occurrences
at a suite of locations with that which would be expected by chance.
An excess of negative associations would then be consistent with
a role for competition in determining community structure.

Thorough censuses of both native
and exotic (introduced) plants occurring
on 23 small islands in Lake Manapouri
in the South Island of New Zealand
(Wilson, 1988b), were the basis for com-
puting a standard index of association for every pair of species:

dik = (Oik − Eik)/SDik (19.1)
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Figure 19.9 Phylogenies of lizards in the genus Anolis (a) on Puerto Rico and (b) on Jamaica. For each species, size (snout–vent length, mm)
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where dik is the difference between the observed (Oik) and the
expected (Eik) number of islands shared by species i and k,
expressed in terms of the standard deviation of the expected
number (SDik).

The resulting sets of association values for the real commun-
ities of native and exotic species are presented as histograms in
Figure 19.12. These can be compared with null model commun-
ities in which island species richnesses and species frequencies of
occurrence were fixed at those observed, but species occurrences
on islands were randomized (Wilson, 1987). One thousand ran-
domizations were performed, yielding a mean frequency in each
dik category (the circles in Figure 19.12). The analysis of native
plants showed an excess of negative associations (highly statistic-
ally significant for the bottom four categories) and of positive 
associations (highly significant for the top five categories), with
a corresponding deficit of associations near zero. In contrast, the
analysis of exotic plants showed no significant departure from the
null model.

In the case of native species, the excess of negative asso-
ciations is consistent with the action of competitive exclusion, 
and this is particularly likely for the woody species. However, we
cannot rule out an explanation based on a tendency of particu-
lar pairs of species to occur in different habitats, which themselves
are not represented on every island (Wilson, 1988b). The most
likely explanation for the excess of positive associations amongst
native plants is a tendency for certain species to occur in the same
habitats. The agreement of exotic species with the null model may
reflect their generally weedy status and effective colonization abil-
ities, or it may indicate that the exotics have not yet reached an
equilibrium distribution (Wilson, 1988b).

The number of checkerboard pairs in a community can be read-
ily calculated by counting the number of unique pairs of species
that never co-occur. A less strict version of Diamond’s assembly
rule that ‘some pairs of species never coexist’ can be assessed using
the C score of Stone and Roberts (1990). This index also measures
the degree to which species co-occur but does not require per-
fect segregation between species. The C score is calculated for
each pair of species as (Ri − S)(Rj − S) where Ri and Rj are the 
number of sites where species i and j occur, and S is the number
of sites in which both species co-occur. This score is then 
averaged over all possible pairs of species in the matrix. For a 
community structured by competitive interactions, the number
of checkerboard pairs should be greater and the C score should
be larger than expected by chance.

Gotelli and McCabe (2002) checked
the generality of negatively associated
distributions (in support of a structur-
ing role for competition) in a meta-analysis of various taxonomic
groups in 96 data sets that reported the distribution of species assem-
blages across sets of replicated sites. For every real data set, 1000
randomized versions were prepared and an index of association
dik was computed (as in Wilson, 1988b) but Gotelli and McCabe
called this index the standardized effect size (SES). The results of
this analysis for all 96 data sets together support the predictions
that the C score and the number of checkerboard pairs should
be larger than expected by chance (Figure 19.13a, b). The null
hypothesis in each case is that the mean SES should be zero (real
communities not different from simulated communities) and
that 95% of the values should lie between −2.0 and +2.0. The null
hypothesis can be rejected in both cases. Figure 19.13c shows that

••

Figure 19.12 A comparison between the
observed values of association between
pairs of (a) native plant species and 
(b) exotic plant species on islands in 
Lake Manapouri (histograms), and the
distributions expected on the basis of a
neutral model (7). (After Wilson, 1988b.)
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plants and homeothermic vertebrates tend to have higher SESs
for the C score, indicating stronger tendencies towards negative
species associations than the poikilotherms have (invertebrates,
fish and reptiles), with the exception of ants.

Gotelli and McCabe (2002) do not go so far as to claim they
have performed a definitive test of the role of competition. They
note that some species may exhibit ‘habitat checkerboards’

because they have affinities to nonoverlapping habitats. Others
may reveal ‘historical checkerboards’, co-occurring infrequently
because of restricted dispersal since allopatric speciation (i.e. 
having speciated in different places). However, these results add
further weight to a widespread role for competition in structur-
ing communities.

19.2.6 Appraisal of the role of competition

We can now draw a number of conclusions about the evidence
for competition discussed in this section.

1 Interspecific competition is a possible and indeed a plausible
explanation for many aspects of the organization of many com-
munities – but it is not often a proven explanation.

2 One of the main reasons for this is that active, current com-
petition has been studied and demonstrated in only a small
number of communities. Its actual prevalence overall can be
judged only imperfectly from the results and considerations
discussed above.

3 As an alternative to current competition, the ghost of com-
petition past can always be invoked to account for present-day
patterns. But it can be invoked so easily because it is imposs-
ible to observe directly and therefore is difficult to disprove.

4 The communities chosen for study may not be typical. 
The ecologists observing them have usually been specifically
interested in competition, and they may have selected appro-
priate, ‘interesting’ systems. Studies that fail to show niche dif-
ferentiation may often have been considered ‘unsuccessful’ and
are likely to have gone largely unreported.

5 The community patterns uncovered, even where they appear
to support the competition hypothesis, often have alternative
explanations. For example, species that have negatively asso-
ciated distributions may have recently speciated allopatric-
ally, and their distributions may still be expanding into one
another’s ranges.

6 The recurring alternative explanation to competition as the cause
of community patterns is that these have arisen simply by
chance. Niche differentiation may occur because the various
species have evolved independently into specialists, and their
specialized niches happen to be different. Even niches arranged
along a resource dimension at random are bound to differ to
some extent. Similarly, species may differ in their distribution
because each has been able, independently, to colonize and
establish itself in only a small proportion of the habitats that
are suitable for it. Ten blue and 10 red balls thrown at random
into 100 boxes are almost certain to end up with different dis-
tributions. Hence, competition cannot be inferred from mere
‘differences’ alone. But, what sorts of differences do allow the
action of competition to be inferred? This is the domain of the
null model approach.
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Figure 19.13 Frequency histograms for standardized effect 
sizes measured for 96 presence–absence matrices taken from 
the literature in the case of (a) the C score and (b) the number 
of species pairs forming perfect checkerboard distributions. 
(c) Standardized effect sizes for the C score for different 
taxonomic groups. The dashed line indicates an effects size 
of 2.0, which is the approximate 5% significance level. 
(After Gotelli & McCabe, 2002.)
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7 The aim of the null model approach, whether applied to
niche differentiation, morphological patterns or negatively
associated distribution patterns, is undoubtedly worthy. We
need to guard against the temptation to see competition in a
community simply because we are looking for it. On the
other hand, the approach is bound to be of limited use unless
it is applied to groups (usually guilds) within which competi-
tion may be expected. In its favor, the null model approach
concentrates the minds of investigators, and it can stop them
from jumping to conclusions too readily. Ultimately, though,
it can never take the place of a detailed understanding of the
field ecology of the species in question, or of manipulative 
experiments designed to reveal competition by increasing or
reducing species abundances (Law & Watkinson, 1989). It can
only be part of the community ecologist’s armory.

8 Interspecific competition is certain to vary in importance
from community to community: it has no single, general
role. For example, it appears frequently to be important in 
vertebrate communities, particularly those of stable, species-
rich environments, and in communities dominated by sessile
organisms such as plants and corals; whilst, for example, in
some phytophagous insect communities it is less often import-
ant. A challenge for the future is to understand why some guilds
show evidence for a role for competition, such as regularity
in size ratios, whilst others do not (Hopf et al., 1993).

9 Finally, we should not lose sight of the fact that community
organization in field studies is almost certain to be influenced
by more than one kind of population interaction; for example
the anenome fish (see Section 19.2.3.1) and ectomycorrhizal
fungal cases (see Section 19.2.3.2) both involved mutualism as
well as competition, and the mantids in Section 19.2.3.3 were
intraguild predators as well as competitors. The interaction
between predation and competition can be particularly
influential, as we shall see in Section 19.4.

19.3 Equilibrium and nonequilibrium views 
of community organization

It is possible to conceive of a world with just one species of plant
(or herbivore) with supreme performance over an enormous
range of tolerance. In this scenario the most competitive species
(the one that is most efficient at converting limited resources 
into descendants) would be expected to drive all less competitive
species to extinction. The species richness we witness in real com-
munities is a clear demonstration of the failure of evolution to
produce such supreme species. An extension of this competitive
argument holds that diversity can be explained through a parti-
tioning of resources amongst competing species whose requirements
do not overlap completely, as discussed in detail in Section 19.2.
However, this argument rests on two assumptions that are not
necessarily always valid.

The first assumption is that the organisms are actually com-
peting, which in turn implies that resources are limiting. But there
are many situations where physical disturbances, such as storms
on a rocky shore or frequent fires, may hold down the densities
of populations so that resources are not limiting and individuals
do not compete for them. The role of physical disturbances, and
the associated patch dynamics view of communities, were discussed
in Chapter 16. In an exactly analogous manner, the action of pred-
ators or parasites is often a disturbance in the ‘normal’ course of
a competitive interaction; the resulting mortality may open up a
gap for colonization in a way that is sometimes indistinguishable
from that of battering by waves on a rocky shore or a hurricane
in a forest.

The second assumption is that when competition is operating
and resources are in limited supply, one species will inevitably
exclude another. But in the real world, when no year is exactly
like another, and no square centimeter of ground exactly the same
as the next, the process of competitive exclusion may not pro-
ceed to its monotonous end. Any force that continually changes
direction at least delays, and may prevent, an equilibrium or a
stable conclusion being reached. Any force that simply interrupts
the process of competitive exclusion may prevent extinction and
enhance species richness.

A basic distinction can thus be made
between equilibrium and nonequilibrium
theories. An equilibrium theory, like
the one concerned with niche differen-
tiation, helps us to focus attention on the properties of a system
at an equilibrium point – time and variation are not the central
concern. A nonequilibrium theory, on the other hand, is concerned
with the transient behavior of a system away from an equilibrium
point, and specifically focuses our attention on time and varia-
tion. Of course, it would be naive to think that any real community
has a precisely definable equilibrium point, and it is wrong to ascribe
this view to researchers who are associated with equilibrium 
theories. The truth is that investigators who focus attention on
equilibrium points have in mind that these are merely states towards
which systems tend to be attracted, but about which there 
may be greater or lesser fluctuation. In one sense, therefore, the
contrast between equilibrium and nonequilibrium theories is a 
matter of degree. However, this difference of focus is instructive
in unraveling the important role of temporal heterogeneity in 
communities.

Thus, predators and parasites, like physical disturbances, can
interrupt the process of competitive exclusion, influence profoundly
the outcome of competitive processes, and impose their own order
on community organization. Predation and parasitism can also
affect community structure through the process of ‘apparent
competition’ (see Section 8.6), where one or more prey or host
species suffers from the actions of predators or parasites that are
sustained by the presence of other species of prey or hosts. We
turn to predation and parasitism in the next two sections.
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19.4 The influence of predation on community
structure

19.4.1 Effects of grazers

Lawn-mowers are relatively unselective predators capable of
maintaining a close-cropped sward of vegetation. Darwin (1859)
was the first to notice that the mowing of a lawn could maintain
a higher richness of species than occurred in its absence. He wrote
that:

If turf which has long been mown, and the case would 
be the same with turf closely browsed by quadrupeds, 
be let to grow, the most vigorous plants gradually kill 
the less vigorous, though fully grown plants; thus out of
20 species growing on a little plot of mown turf (3 feet by 
4 feet) nine species perished from the other species being
allowed to grow up freely.

Grazing animals are usually more
choosy than lawn-mowers, and this is
clearly demonstrated by the occur-
rence in the neighborhood of rabbit
(Oryctolagus cuniculus) burrows of plants

which for chemical or physical reasons are unacceptable as food
to the rabbits (including the poisonous deadly nightshade Atropa
belladonna and the stinging nettle Urtica dioica). Nevertheless, many
grazers seem to have a similar general effect to lawn-mowers. Thus,
in one experiment, grazing by oxen (Bos taurus) and zebu cows
(Bos taurus indicus) in natural pasture in the Ethiopian highlands
was manipulated to provide a no-grazing control and four graz-
ing intensity treatments (several replicates of each) in two sites.
Figure 19.14 shows how the mean number of plant species var-
ied in the sites in October, the period when plant productivity
was at its highest (Mwendera et al., 1997). Significantly more species
occurred at intermediate levels of grazing than where there was
no grazing or heavier grazing (P < 0.05). In the ungrazed plots,
several highly competitive plant species, including the grass
Bothriochloa insculpta, accounted for 75–90% of ground cover. 
At intermediate levels of grazing, however, the cattle apparently
kept the aggressive, competitively dominant grasses in check and
allowed a greater number of plant species to persist. But at very
high intensities of grazing, species numbers were reduced as 
the cattle were forced to turn from heavily grazed, preferred 
plant species to less preferred species, driving some to extinction.
Where grazing pressure was particularly intense, grazing-tolerant
species such as Cynodon dactylon became dominant.

The composition of plant commun-
ities in different grazing regimes
clearly depends on a variety of species

traits. First, competitively superior species can be expected to 
dominate in the absence of grazing. A particularly striking example

has been provided by Paine (2002), who reported that the 
exclusion of macroherbivores (urchins, chitons and limpets)
from a North American rocky intertidal zone caused the multi-
species kelp community to collapse to a virtual monoculture 
of Alaria marginata; this was 10 times more productive than its
grazed counterpart (86.0 versus 8.6 kg wet mass m−2 year−1).
Second, we have seen that plant species with physical or chemical
characteristics that deter grazers are likely to be more strongly
represented in grazed locations. Bullock et al. (2001) have also noted
that while certain dominant grasses decreased in importance in
response to sheep grazing, most dicotyledonous species increased
in abundance, at least at certain times of year. Moreover, summer
grazing produced an increased representation of plant species best
able to colonize gaps.

When predation promotes the
coexistence of species amongst which
there would otherwise be competitive
exclusion (because the densities of
some or all of the species are reduced
to levels at which competition is relatively unimportant), this is
known generally as ‘exploiter-mediated coexistence’. Many examples
of this phenomenon have been reported, such as that in Figure 19.14,
but grazer-mediated coexistence is far from universal. Proulx
and Mazumder (1998) performed a meta-analysis of 44 reports of
the effects of grazing on plant species richness from lake, stream,
marine, grassland and forest ecosystems. Their conclusion was that
the outcome was strongly related to whether the studies had 
been performed in nutrient-rich or nutrient-poor situations. All

••••

grazing can increase

plant species richness

(exploiter-mediated

coexistence) . . .
N

um
be

r 
of

 p
la

nt
 s

pe
ci

es

25

4

Index of grazing intensity

20

10

15

5
3210

Site 1

Site 2

Figure 19.14 Mean species richness of pasture vegetation in 
plots subjected to different levels of cattle grazing in two sites in
the Ethiopian highlands in October. 0, no grazing; 1, light grazing; 
2, moderate grazing; 3, heavy grazing; 4, very heavy grazing
(estimated according to cattle stocking rates). (After Mwendera 
et al., 1997.)

. . . but not always

exploiter-mediated

coexistence is more

likely in nutrient-rich

situations

EIPC19  10/24/05  2:14 PM  Page 566



THE INFLUENCE OF POPULATION INTERACTIONS 567

19 studies from nonenriched or nutrient-poor ecosystems exhib-
ited significantly lower species richness under high grazing than
under low grazing (Figure 19.15a–c). In contrast, 14 of 25 com-
parisons from enriched or nutrient-rich ecosystems showed
significantly higher species richness under high grazing (indicat-
ing grazer-mediated coexistence) (Figure 19.15d–g). Nine of the
remaining 11 nutrient-rich studies showed no difference with graz-
ing regime whilst two showed a decline in species richness. The
lack of grazer-mediated coexistence in unproductive situations may
reflect the poor growth potential of the less competitive species
that, in nutrient-rich circumstances, would be released from
competitive domination as a result of grazing.

Osem et al. (2002) focused on the
interactive effects of grazing and pro-
ductivity in a study of annual herbaceous
plant communities in Mediterranean
semiarid rangeland in Israel. They

recorded the response of the community to protection from
sheep grazing in four neighboring topographic situations –
south-facing slopes, north-facing slopes, hilltops and wadi (dry
stream) shoulders (Figure 19.16). Annual above-ground primary
productivity was measured each year for 4 years at the peak 

season in the four fenced subplots per site and was found to be
typical of semiarid ecosystems (10–200 g dry matter m−2) except
on wadi shoulders (up to 700 g dry matter m−2). The measured
values were taken to represent ‘potential’ productivity in the 
adjacent grazed subplots. Grazing only increased plant species 
richness in the most productive site (wadi) (Figure 19.16d). In the
other, less productive sites, species richness was unaffected or
declined with grazing. These results are consistent with those
reported by Proulx and Mazumder (1998) and support the long-
standing proposal of Huston (1979) that grazing should change
diversity in opposite ways in resource-poor and resource-rich 
ecosystems.

Figure 19.17a and b plots species richness in relation to poten-
tial productivity individually for all subplots and all years
(because precipitation and productivity varied both spatially and
temporally) for both grazed and ungrazed locations. Under graz-
ing, species richness was positively related to productivity over
the whole range measured. In the absence of grazers, however,
a positive relationship only occurred in low-productivity sites. Osem
et al. (2002) hypothesize (Figure 19.17c) that at low productivity,
plant growth and diversity are limited by the soil resources of water
and nutrients, while at higher productivity (with its associated larger
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biomass) competition is predominantly for the canopy resource
of light. Thus, in the low productivity range, richness was either
unaffected or reduced by grazing, probably because of plant
removal and trampling. In the high productivity wadi sites, how-
ever, species richness continued to increase with grazing, most
likely because of a reduction in light competition through
removal of the palatable larger species.

Taken overall, then, the way that
plant species richness responds to graz-
ing depends partly on grazing intensity,
but also on the evolutionary history of

the plant community and thus the particular plant species traits
that are represented, as well as the primary productivity of the
ecosystem in question. An increase in species richness in response
to grazing can be expected if grazers feed preferentially on com-
petitively dominant species, a prediction that has received sup-
port in situations as diverse as cattle grazing in Ethiopia (see above)
and periwinkles (Littorina littorea) feeding on algae in rocky tide
pools (Lubchenco, 1978). Conversely, a reduction in species rich-
ness can be expected if the preferred food plants are competitively
inferior, as was the case for periwinkles feeding on algae on
emergent substrata in Lubchenco’s study.

19.4.2 The effect of carnivores

The rocky intertidal zone also provided
the location for pioneering work by
Paine (1966) on the influence of a top
carnivore on community structure.

The starfish Pisaster ochraceus preys on sessile filter-feeding 
barnacles and mussels, and also on browsing limpets and chitons
and a small carnivorous whelk. These species, together with a
sponge and four macroscopic algae, form predictable associations
on rocky shores of the Pacific coast of North America. Paine
removed all the starfish from a typical piece of shoreline about 
8 m long and 2 m deep, and continued to exclude them for 
several years. At irregular intervals, the density of invertebrates
and the cover of benthic algae were assessed in the experimental
area and in an adjacent control site. The latter remained unchanged
during the study. Removal of P. ochraceus, however, had dramatic
consequences. Within a few months, the barnacle Balanus glan-
dula settled successfully. Later, barnacles were crowded out by
mussels (Mytilus californianus), and eventually the site became dom-
inated by the latter. All but one of the species of algae disappeared,
apparently through lack of space, and the browsers tended to move
away, partly because space was limited and partly due to lack of
suitable food. Overall, the removal of starfish led to a reduction
in the number of species from 15 to eight. The main influence
of the starfish Pisaster appears to be to make space available for
competitively subordinate species. It cuts a swathe free of bar-
nacles and, most importantly, free of the dominant mussels that
would otherwise outcompete other invertebrates and algae for
space. Once again, there is exploiter-mediated coexistence. Note
that this argument applies specifically to the primary space occu-
piers, such as mussels, barnacles and macroalgae. In contrast, the
number of less conspicuous species associated with living and dead
mussel shells would be expected to increase in the bed that
develops after Pisaster removal (more than 300 species of animals
and plants occur in mussel beds; Suchanek, 1992).
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Experiments similar to those of
Paine have been performed in the more
challenging environment of hydro-
thermal vents at a depth of 2500 m in
the eastern tropical Pacific Ocean (Micheli et al., 2002). Coloniza-
tion of replicate recruitment substrates (10 cm basalt cubes) was
monitored for 5 months at increasing distances from the vent 
in three sites in the presence and absence (exclusion cages) of 
predators (fish and crabs). In terms of reduced prey abundance
(particularly two gastropods endemic to vents – the limpet
Lepetodrilus elevatus and the snail Cyathermia naticoides), the effects
of predation were strongest near the vent where productivity and
the overall abundance of invertebrates were greatest. Species
richness, which generally declined with distance from the vent,
was usually lower in the presence of predators (but only statistic-
ally significantly so at the Worm Hole site – Figure 19.18). The
reason for a lack of predator-mediated coexistence is unknown.

Turning now to terrestrial ecosys-
tems, in a study of nine Scandinavian
islands, pigmy owls (Glaucidium passer-
inum) occurred on only four of the
islands, and the pattern of occurrence
of three species of passerine birds in the genus Parus showed a
striking relationship with this distribution (Table 19.1). The five
islands without the predatory owl were home to only one species,
the coal tit (Parus ater). However, in the presence of the owl, the
coal tit was always joined by two larger tit species, the willow tit
(P. montanus) and the crested tit (P. cristatus). Kullberg and Ekman
(2000) argue that the smaller coal tit is superior in exploitation
competition for food. The two larger species, however, have an
advantage via interference competition for foraging sites close to
the trunk of trees where they are safer from predators; in other
words the larger species are less affected than the coal tit by 
predation from the owl. It seems that the owl may be responsible
for predator-mediated coexistence, by reducing the competitive
dominance enjoyed by coal tits in its absence.

However, an increase in species
richness with predation is by no means
universal in terrestrial ecosystems.
Spiller and Schoener (1998) reviewed a
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Distance to 
Island Area (km2) mainland (km) Pygmy owl Coal tit Willow tit Crested tit

Åland 970 50 + + + +
Ösel 3000 15 + + + +
Dagö 989 10 + + + +
Karlö 200 7 + + + +
Gotland 3140 85 +
Öland 1345 4 +
Bornholm 587 35 +
Hanö 2.2 4 +
Visingsö 30 6 +

Table 19.1 Area, distance to mainland 
and occurrence of breeding pairs of 
pygmy owls and three species of tit. 
(After Kullberg & Ekman, 2000.)
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number of studies involving birds preying upon grasshoppers,
rodents upon carabid beetles and lizards upon web spiders and
concluded that these predators usually reduced prey richness or
had no effect. In their own study in the Bahamas, they censused
spider populations at 2-month intervals for 4.5 years in enclosures
(three replicates) containing or lacking lizards. Species richness 
was dramatically increased by the exclusion of lizards (mainly 
Anolis sagrei) at high and medium levels in the vegetation (Fig-
ure 19.19a). The lizards preyed preferentially upon rare species
of spiders (Figure 19.19b), resulting in increased dominance of 
the already abundant Metapeira datona, a species whose relative
invulnerability to predation is probably due to its small size and
habit of living in a suspended retreat rather than in the middle
of the web.

As was the case with grazers, the
manner in which prey species richness
responds to predation no doubt depends
partly on predation intensity, partly on
ecosystem productivity, and partly on the particular characteristics
of the prey species. Once again we have seen increases in prey
species richness where carnivores feed preferentially on com-
petitively dominant prey (starfish feeding on mussels, pygmy owls
feeding on coal tits) and a decrease where the preferred prey are
competitively inferior (lizards feeding on spiders).

Another reason for contrasting
effects of consumers on lower trophic
levels relates to their prey-selection
behavior. They seldom simply take
potential prey species from a commun-
ity in turn, bringing each to extinction
before turning to the next. Selection is moderated by the time or
energy spent in search for the preferred prey (see Chapter 9), and
many species take a mixed diet. However, others switch sharply
from one type of prey to another, taking disproportionately
more of the most common acceptable types of prey. In theory,
such behavior could lead to the coexistence of a large number of
relatively rare species (a frequency-dependent form of exploiter-
mediated coexistence). In this context, there is evidence that 
predation on the seeds of tropical trees is often more intense 
where the seeds are more dense (beneath and near the adult that
produced them) (Connell, 1979); the herbivorous butterfly Battus
philenor forms search images for leaf shape when foraging for 
its two larval host plants, and concentrates on whichever happens
to be the more common (Rausher, 1978); the freshwater zoo-
planktivorous fish Rutilus rutilus switches from large planktonic
waterfleas, its preferred prey, to small sediment-dwelling
waterfleas when the density of the former falls below about 
40 per liter (Townsend et al., 1986); and piscivorous coral reef 
fish (Cephalopholis boenak and Pseudochromis fuscus) concentrate on
highly abundant cardinal fish (mainly Apogon fragilis) when these
are present, leaving recruits of many other fish species relatively
unmolested (Webster & Almany, 2002). However, such frequency-
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Figure 19.18 Patterns of invertebrate species richness (worms 
in the order Vestimentifera (class Pogonophora), worms in the
class Polychaeta, gastropods, bivalves and crustaceans) per
implanted recruitment substrate after 5 months at three sites with
two experimental treatments: (a) East Wall, (b) Biovent, and 
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Hole site. Experimental treatments: 4, uncaged; , caged to exclude
mobile predators – fish and crabs. (After Micheli et al., 2002.)
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dependent selection is not a general rule and may not be com-
mon. For one thing, some species are so highly specialized that
switching is not an option – giant pandas are specialists on bam-
boo shoots and specialization in diet is equally extreme amongst
many phytophagous insects. Moreover, in other cases a predator
may be sustained by one prey type whilst exterminating others.
This has been claimed for the introduced snake Boiga irregularis,
on the small island of Guam, midway between Japan and New
Guinea. Coincident with its arrival in the early 1950s, and its sub-
sequent spread through Guam, most of the 18 native bird species
have declined dramatically and seven are now extinct. Savidge
(1987) argues that by including abundant small lizards in its diet,
B. irregularis has maintained high densities whilst exterminating
the more vulnerable bird species.

19.5 Influence of parasitism on community
structure

The incidence of a parasite, like that of
other types of exploiter, may determine
whether or not a host species occurs in
an area. Thus, the extinction of nearly
50% of the endemic bird fauna of the Hawaiian Islands has been
attributed in part to the introduction of bird pathogens such as
malaria and bird pox (van Riper et al., 1986); and changes in the
distribution of the North American moose (Alces alces) have been
associated with the parasitic nematode Pneumostrongylus tenuis
(Anderson, 1981). Probably the largest single change wrought in
the structure of communities by a parasite has been the destruc-
tion of the chestnut (Castanea dentata) in North American forests,
where it had been a dominant tree over large areas until the 
introduction of the fungal pathogen Endothia parasitica, probably
from China.

Like grazers and carnivores, parasites
can cause more subtle effects too. In
many streams in Michigan, USA, larvae
of the herbivorous caddis-fly Glossosoma
nigrior play a key role in the community
because their foraging maintains attached algae at very low levels,
with negative consequences for most other stream herbivores

parasites may drive

vulnerable host

species extinct

a microparasite with

subtle direct and

indirect effects in a

stream community

Figure 19.19 (left) (a) Spider species richness plotted against total
number of individuals (all censuses) in the presence and absence 
of lizards at three heights in the vegetation. For a given number 
of individuals, enclosures without lizards (�) contained a greater
number of spider species than enclosures with lizards (7) except
low in the vegetation. (b) Mean proportion of censuses in which
each web spider was recorded per enclosure in the presence (4)
and absence of lizards (�). Error bars ± SD. (After Spiller &
Schoener, 1998.)
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(Kohler, 1992). G. nigrior is subject to sporadic outbreaks of a highly
specific microsporidian microparasite, Cougourdella, which result
in dramatic whole stream reductions in G. nigrior density that may
be maintained for years. In Seven Mile Creek, for example, the
mean G. nigrior density was 6285 per m2 in the 10 generations before
a parasite outbreak in 1990 but it averaged 164 per m2 for the next
decade (Figure 19.20). The decline of G. nigrior leads to increased
abundance of its food resource (Figure 19.21a). As a result, sev-
eral herbivores (Figure 19.21b–d), including a species that was 
previously absent or extremely rare (Figure 19.21e), increased in
abundance after the streams had experienced a parasite-caused
decline in G. nigrior. Thus, by reducing the abundance of the com-
petitively dominant herbivore, the parasite increased herbivore
equitability (one aspect of species diversity) and may have been
responsible for an increase in species richness. This example,
therefore, has the hallmarks of parasite-mediated coexistence
The parasite was also responsible for further effects – increased
algal abundance seems to have resulted in more fine particulate
dead organic matter (through sloughing off of algal cells) fueling
an increase in the density of filter-feeders (Figure 19.21f ), and the
increase in abundance of vulnerable herbivore species (G. nigrior
is relatively invulnerable to predators) led to increased densities
of predaceous caddis-flies (Rhyacophila manistee) and stoneflies
(Paragnetina media) (Figure 19.21g).

In terrestrial ecosystems, too, 
there are apparent examples of parasite-
mediated coexistence. For example, the
malarial parasite Plasmodium azurophilum
infects two Anolis lizards on the

Caribbean island of St Martin. One of the lizards, thought to be
the competitive dominant, is widespread throughout the island
while the other is only found in a limited area. Schall (1992) reported
that the superior competitor was much more likely to be infected

by the parasite and, intriguingly, the two species only coexisted
where the parasite was present. Once again, though, this is far
from a universal pattern. For example, the invading grey squirrel
(Sciurus carolensis) is displacing the resident red squirrel (S. vulgaris)
throughout much of its range in Britain. At least part of the 
reason seems to be that the invader has brought with it a para-
pox virus that has little discernible effect on the grey squirrel but
a dramatic adverse effect on the health of the native red squirrel
(Tompkins et al., 2003).

Brood parasites (see Section 12.2.3),
such as brown-headed cowbirds 
(Molothrus ater), might also be expected
to affect the composition or richness of the communities in which
they operate. De Groot and Smith (2001) made use of a cowbird
reduction program in a pine (Pinus banksiana) forest in Michigan
(designed to protect one of the cowbird’s hosts, the endangered
Kirtland’s warbler Dendroica kirtlandii) to investigate whether the
songbird community as a whole was affected by a reduction in
the density of the brood parasite. Their results provided no sup-
port for parasite-mediated coexistence, nor was there a change
in community composition or an increase in the representation
of songbird species known to be unsuitable as hosts for cowbirds.

Parasites may sometimes influence
community composition not by altering
the outcome of competitive interac-
tions but through an impact on a key
member of the community that acts as
an ecosystem engineer (sensu Jones et al.,
1994, 1997). The juvenile stages of the
trematode Curtuteria australis encyst in the foot of cockles,
Austrovenus stutchburyi, and impair the burrowing ability of the
cockles. This results in heavily infected cockles remaining
stranded at the surface of the sediments, where they are easy prey
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for oystercatchers, the trematode’s definitive host (Thomas &
Poulin, 1998; Mouritsen, 2002). Cockles, the dominant bivalves
in New Zealand soft-sediment intertidal zones, are normally
buried 2–3 cm under the sediment surface. But in areas of intense
parasitism, large numbers protrude from the sediment or lie on
its surface, increasing surface heterogeneity and changing patterns
of water flow and sedimentation. Mouritsen and Poulin (2005)
manipulated the density of surface cockles by creating plots with
30 or 100 surface cockles added to compare with control plots
with naturally few cockles at the surface. After 6 months, there
were significantly more species of macrofaunal invertebrates
(polychaetes, molluscs, crustaceans, etc.) in the treatments with
added surface cockles and the densities of a variety of taxa were
greater in these experimental plots (Figure 19.22).

19.6 Appraisal of the effects of predators 
and parasites

1 Selective predators are likely to act to enhance species rich-
ness in a community if their preferred prey are competitively
dominant and in situations where community productivity 
is high. It seems likely that there is some general correlation
between palatability to predators and high growth rates. If 
the production of chemical and physical defenses by prey
requires a sacrifice of resources used in growth and reproduction,
we might expect species that are competitive dominants in the
absence of predators (and hence, which devote resources 
to competition rather than defense) to suffer excessively from
their presence. Thus, selective predators may often enhance
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species richness. If the predators act in a frequency-dependent
manner their action should be even stronger. Even very gen-
eralist predators may increase community diversity through
exploiter-mediated coexistence, because if prey are attacked 
simply in proportion to their abundance, it will be those
species that are assimilating resources and producing biomass
and offspring most rapidly (the competitive dominants) that
will be most abundant, and will therefore be most severely
set back by predation. Note, however, that predators seem just
as frequently to cause a reduction in species richness, or to
have no effect.

2 An intermediate intensity of predation is most likely to be 
associated with high prey species richness, since too low an
intensity may not prevent competitive exclusion of inferior prey
species, whilst too high an intensity may itself drive preferred
prey to extinction. (Note, however, that ‘intermediate’ is difficult
to define a priori.)

3 The role of predators and parasites in shaping community 
structure may often be least significant in communities
where physical conditions are more severe, variable or unpre-
dictable (Connell, 1975). In sheltered coastal sites, predation
appears to be a dominant force shaping community structure
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(Paine, 1966), but in exposed rocky tidal communities where
there is direct wave action, predators seem to be scarce and
to have a negligible influence on community structure (Menge
& Sutherland, 1976; Menge et al., 1986). Deep-sea hydrothermal
vents provide an exception to these generalizations, probably
because the physically severe circumstances close to the vents
also engender very high levels of productivity.

4 The effects of animals on a community often extend far beyond
just those due to the cropping of their prey. Burrowing 
animals (such as earthworms, rabbits and porcupines) and
mound-builders (ants and termites) – and parasitized cockles
– all create disturbances and act as ecosystem engineers (by
modifying the physical structure of the environment) (Wilby
et al., 2001). Their activities provide local heterogeneities,
including sites for new colonists to become established and 
for microsuccessions to take place. Larger grazing animals 
introduce a mosaic of nutrient-rich patches, as a result of
dunging and urinating, in which the local balance of other
species is profoundly changed. Even the footprint of a cow in
a wet pasture may so change the microenvironment that it is
now colonized by species that would not be present were it
not for the disturbance (Harper, 1977). The predator is just
one of the many agents disturbing community equilibrium.

5 Carnivores that also feed at other trophic levels (omnivores)
may have particularly far-reaching consequences for the com-
munity. For example, omnivorous freshwater crayfish can
influence the composition of plants (which they consume), her-
bivores and carnivores (which they consume or with which
they compete), and even detritivores because their extreme
omnivory includes feeding on dead plant and animal material
(Usio & Townsend, 2002, 2004). Moreover, they can also act
as ecosystem engineers by dislodging animals and detritus as
they move or burrow through the substrate (Statzner et al.,
2000).

19.7 Pluralism in community ecology

It would be wrong to replace one
monolithic view of community organ-
ization (the overriding importance of
competition and niche differentiation)
with another (the overriding import-
ance of forces such as predation and disturbance that make com-
petition much less influential). Certainly, communities structured
by competition are not a general rule, but neither necessarily are
communities structured by any single agency. Most communities
are probably organized by a mixture of forces – competition, 
predation, disturbance and recruitment – although their relative
importance may vary systematically, with competition and 
predation figuring more prominently in communities where
recruitment levels are high (Menge & Sutherland, 1987) and 
in less disturbed environments (Menge & Sutherland, 1976;
Townsend, 1991).

In an elegant series of experiments,
Wilbur (1987) investigated the inter-
actions between competition, predation
and disturbance as they influenced four
species of frog and toad that occur in
North American ponds. In the absence of predators, tadpoles of
Scaphiopus holbrooki were competitively dominant whilst, at the
opposite extreme, Hyla chrysoscelis had a very low competitive 
status (Figure 19.23a). The presence of predatory salamanders,
Notophthalmus viridescens, did not alter the total number of 
tadpoles reaching metamorphosis, but relative abundances 
were shifted because S. holbrooki, the competitive dominant, was
selectively eaten (Figure 19.23b). Finally, Wilbur subjected his 
tadpole communities, in the presence and absence of predators,
to water loss, to simulate a natural drying regime (disturbance).
The influence of competition was to slow growth and retard the
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timing of metamorphosis, thus increasing the risk of desiccation
in drying ponds. S. holbrooki had the shortest larval period and
made up a greater proportion of metamorphs in the drying
experiment without predators. The presence of predators 
ameliorated the impact of competition, allowing surviving 
tadpoles of several species to grow rapidly enough to metamor-
phosize before the ponds dried up.

The consequences of parasitism may also be moderated by phys-
ical conditions. The mud snail Hydrobia ulvae and the amphipod
Corophium volutator dominate the benthic macrofaunal commun-
ity on intertidal mudflats in the Danish Wadden Sea. These two
species serve as first and second intermediate hosts, respectively,
to microphallid trematodes, with sandpipers (Calidris spp.) as
definitive hosts. The trematode eggs are expelled in the bird’s drop-
pings and the detritus-feeding snails accidentally eat them. The
parasite larvae hatch and reproduce inside the snail, releasing into
the water on a daily basis vast numbers of swimming cercariae
that seek out an amphipod. As a consequence of a temperature-
dependent release of cercariae from the snails, the parasites cause
intensity-dependent mortality in the amphipod hosts, which itself
increases rapidly with increasing temperature (Mouritsen & Jensen,

1997). C. volutator normally increases rapidly during spring and
summer, commonly achieving densities exceeding 80,000 indi-
viduals per m2 in early fall (Mouritsen et al., 1997). Because these
amphipods make permanent U-shaped burrows that stabilize the
substrate, and because of their patchy distribution, Corophium-
dominated mudflats have a characteristic topography with a
mosaic of elevated plateaux (high-density patches) and sediment
depressions (low-density patches) (Mouritsen et al., 1998). In this
state, the Corophium bed is very stable even during strong onshore
gales. But during the spring of 1990, ambient temperatures 
were unusually high and so was the prevalence of microphallid
infections in the snail population, resulting in a massive release
of cercariae from the snails and, within 5 weeks, the complete
collapse of the amphipod population (Figure 19.24a) ( Jensen &
Mouritsen, 1992). As the sediment-stabilizing amphipods disap-
peared, the plateaux of the former Corophium bed (which covered
about 80 ha) were subject to significant erosion (Figure 19.24b).
The characteristic mudflat topography eventually vanished
(Figure 19.26c, d) with dramatic consequences for many other
mudflat macroinvertebrates, including species of nemertinea,
polychaeta, gastropoda, bivalvia and crustacea.
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Figure 19.24 Extermination of a dense
intertidal amphipod population by
microphallid trematodes and the
consequent changes in sediment
characteristics and topography of the 
mudflat. (a) Mean density (± SE) of
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by permission of K. Mouritsen)
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We began this chapter by noting
the diversity of ways in which a single
species can affect communities and
ecosystems. It would be wrong to
finish it with the impression that 

competition, predation and parasitism are the principal population
interactions that determine community organization. Facilitation
is also of major significance, though once again its significance
varies with physical conditions. Thus, the presence of a canopy
of the seaweed Ascophyllum nodosum at its upper intertidal
boundary in communities in the Gulf of Maine reduced maximum
daily rock temperatures by 5–10°C and evaporative losses by an
order of magnitude, with positive outcomes for recruitment,
growth and survivorship of a range of benthic organisms (Bertness
et al., 1999). In fact, nearly half of the recorded population 
interactions in this zone were positive (facilitation) rather 
than negative (competitive or predatory). On the other hand, at
A. nodosum’s lower boundary, rather than ameliorating physical
conditions (these are not so severe deeper in the intertidal zone)
the seaweed canopy provided excellent conditions for herbivores
and carnivores and consumer pressure was severe.

Positive interactions among terrestrial plant species have also
been demonstrated in many communities (Wilson & Agnew, 1992;
Jones et al., 1994). Plants sometimes benefit their neighbors by
reducing the likelihood of consumption by herbivores. Thus,
Callaway et al. (2000) examined the role played by two compet-
itively dominant and highly unpalatable plants, the physically
defended thistle Cirsium obvalatum and the chemically defended
Veratrum lobelianum. Both have invaded grazed meadows in the
central Caucasus in the Republic of Georgia. Forty four percent
(15/34) of all species in the study were rare (< 1.0% cover) in open
meadow, but occurred at significantly higher covers under 
C. obvalatum and V. lobelianum (i.e. within a 60 × 60 cm plot contain-
ing one of the unpalatable species). Eight species were only found 
under an unpalatable species, and the communities associated with
them had 78–128% more species in flower or fruit than in the
open meadow sites. It seems that tasty species may avoid being
eaten, and grow and reproduce better, if they associate with an
unpalatable neighbor.

Finally, we have seen how the effects of predators and para-
sites are not restricted to their prey/hosts or even just those species
with which they or their prey compete. Sometimes the effects extend
beyond a single, or adjacent, trophic level to spread throughout
the food web. This was the case, for example, for starfish (see
Section 19.4.2), parasitized caddis larvae (see Section 19.5) and
omnivorous crayfish (see Section 19.6). We turn our attention to
the complex workings of whole food webs in the next chapter.

Summary

Individual species can influence the composition of whole com-
munities in a variety of ways. In this chapter we pay particular

attention to the manner in which competition, predation and para-
sitism can shape communities.

The view that interspecific competition plays a central and 
powerful role in the shaping of communities was first fostered
by the competitive exclusion principle, with its implication of a
limit to the similarity of competing species, and thus a limit to the
number of species that can be fitted into a particular community
before niche space is fully saturated. There is no argument about
whether competition sometimes affects community structure, nor
does it play an overriding role in every case. Thus, other factors
may prevent competition from progressing to competitive exclu-
sion, by depressing densities or periodically reversing competitive
superiority. Moreover, even when competition is intense, the
species may coexist if they have aggregated distributions, with each
species distributed independently of the others.

Evidence from community studies of niche differentiation for
important resources in space and time is consistent with a role
for competition in determining community composition. How-
ever, the documentation of mere differences among species is
insufficient. The approach has been to build null models of actual
communities that retain certain of the characteristics of their real
counterparts (in terms of diets, feeding morphologies or distribu-
tions of coexisting species) but reassemble the components at 
random, excluding the consequences of competition. Comparisons
of predicted and observed patterns have sometimes supported a
role for competition, but by no means in all cases.

Grazing animals sometimes increase plant species richness
(exploiter-mediated coexistence) by interrupting the process of com-
petitive exclusion, thus imposing their own order on community
composition. Plant coexistence is more likely to be fostered by
grazers in nutrient-rich situations, and where the preferred food
plants would otherwise be competitively superior to less preferred
ones.

Carnivorous animals may, likewise, increase the species rich-
ness of prey. This has been recorded for rocky shore invertebrates
and woodland bird communities, but not for deep-sea vent com-
munities or in terrestrial insect and spider studies. The outcome
for species richness in the face of predation again depends on a
number of factors, including the pattern of dietary preference and
the relative competitive status of the prey.

The incidence of a parasite, like that of other types of
exploiter, may determine whether or not a host species occurs
in an area; parasites can cause more subtle effects too, by
influencing species that are themselves strong interactors or
ecosystem engineers in terrestrial, freshwater and marine com-
munities. Parasites are sometimes responsible for exploiter-
mediated coexistence.

Communities are not necessarily structured by a single 
biotic process and the role of consumers in shaping community
structure can be expected to be modified according to abiotic 
conditions. Biotic effects may often be least significant in com-
munities where physical conditions are more severe, variable or
unpredictable.
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20.1 Introduction

In the previous chapter we began to consider how population inter-
actions can shape communities. Our focus was on interactions
between species occupying the same trophic level (interspecific
competition) or between members of adjacent trophic levels. It
has already become clear, however, that the structure of commun-
ities cannot be understood solely in terms of direct interactions
between species. When competitors exploit living resources, the
interaction between them necessarily involves further species –
those whose individuals are being consumed – while a recurrent
effect of predation is to alter the competitive status of prey
species, leading to the persistence of species that would otherwise
be competitively excluded (consumer-mediated coexistence).

In fact, the influence of a species often ramifies even further
than this. The effects of a carnivore on its herbivorous prey may
also be felt by any plant population upon which the herbivore
feeds, by other predators and parasites of the herbivore, by other
consumers of the plant, by competitors of the herbivore and of the
plant, and by the myriad of species linked even more remotely
in the food web. This chapter is about food webs. In essence, 
we are shifting the focus to systems usually with at least three
trophic levels and ‘many’ (at least more than two) species.

The study of food webs lies at the interface of community and
ecosystem ecology. Thus, we will focus both on the population
dynamics of interacting species in the community (species present,
connections between them in the web, and interaction strengths)
and on the consequences of these species interactions for eco-
system processes such as productivity and nutrient flux.

First, we consider the incidental effects – repercussions further
away in the food web – when one species affects the abundance
of another (Section 20.2). We examine indirect, ‘unexpected’
effects in general (Section 20.2.1) and then specifically the effects
of ‘trophic cascades’ (Sections 20.2.3 and 20.2.4). This leads 
naturally to the question of when and where the control of food

webs is ‘top-down’ (the abundance, biomass or diversity at lower
trophic levels depends on the effects of consumers, as in a trophic
cascade) or ‘bottom-up’ (a dependence of community structure
on factors acting from lower trophic levels, such as nutrient con-
centration and prey availability) (Section 20.2.5). We then pay 
special attention to the properties and effects of ‘keystone’ species
– those with particularly profound and far-reaching consequences
elsewhere in the food web (Section 20.2.6).

Second, we consider interrelationships between food web struc-
ture and stability (Sections 20.3 and 20.4). Ecologists are interested
in community stability for two reasons. The first is practical – and
pressing. The stability of a community measures its sensitivity to
disturbance, and natural and agricultural communities are being
disturbed at an ever-increasing rate. It is essential to know how
communities react to such disturbances and how they are likely
to respond in the future. The second reason is less practical but
more fundamental. The communities we actually see are, inevit-
ably, those that have persisted. Persistent communities are likely
to possess properties conferring stability. The most fundamental
question in community ecology is: ‘Why are communities the way
they are?’ Part of the answer is therefore likely to be: ‘Because
they possess certain stabilizing properties’.

20.2 Indirect effects in food webs

20.2.1 ‘Unexpected’ effects

The removal of a species (experimentally, managerially or 
naturally) can be a powerful tool in unraveling the workings 
of a food web. If a predator species is removed, we expect an
increase in the density of its prey. If a competitor species is
removed, we expect an increase in the success of species with which
it competes. Not surprisingly, there are plenty of examples of such
expected results.

Chapter 20
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Sometimes, however, removing a species may lead to a
decrease in competitor abundance, or the removal of a predator
may lead to a decrease in prey abundance. Such unexpected
effects arise when direct effects are less important than the
effects that occur through indirect pathways. Thus, the removal
of a species might increase the density of one competitor, which
in turn causes another competitor to decline. Or the removal of
a predator might increase the abundance of a prey species that 
is competitively superior to another, leading to a decrease in the
density of the latter. In a survey of more than 100 experimental
studies of predation, more than 90% demonstrated statistically
significant results, and of these about one in three showed 
unexpected effects (Sih et al., 1985).

These indirect effects are brought especially into focus when
the initial removal is carried out for some managerial reason 
– either the biological control of a pest (Cory & Myers, 2000) or
the eradication of an exotic, invader species (Zavaleta et al., 2001)

– since the deliberate aim is to solve a problem, not create further,
unexpected problems.

For example, there are many islands
on which feral cats have been allowed
to escape domestication and now threaten native prey, especially
birds, with extinction. The ‘obvious’ response is to eliminate 
the cats (and conserve their island prey), but as a simple model
developed by Courchamp et al. (1999) explains, the programs may
not have the desired effect, especially where, as is often the case,
rats have also been allowed to colonize the island (Figure 20.1).
The rats (‘mesopredators’) typically both compete with and 
prey upon the birds. Hence, removal of the cats (‘superpredators’),
which normally prey upon the rats as well as the birds, is likely
to increase not decrease the threat to the birds once predation
pressure on the mesopredators is removed. Thus, introduced 
cats on Stewart Island, New Zealand preyed upon an endangered
flightless parrot, the kakapo, Strigops habroptilus (Karl & Best, 1982);
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Figure 20.1 (a) Schematic representation
of a model of an interaction in which a
‘superpredator’ (such as a cat) preys both 
on ‘mesopredators’ (such as rats, for which
it shows a preference) at a per capita rate
µr, and on prey (such as birds) at a per
capita rate µb, while the mesopredator 
also attacks prey at a per capita rate ηb.
Each species also recruits to its own
population at net per capita rates rc, rr

and rb. (b) The output of the model with
realistic parameter values: with all three
species present, the superpredator keeps
the mesopredator in check and all three
species coexist (left); but in the absence 
of the superpredator, the mesopredator
drives the prey to extinction (right). 
(After Courchamp et al., 1999.)
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but controlling cats alone would have been risky, since their pre-
ferred prey are three species of introduced rats, which, unchecked,
could pose far more of a threat to the kakapo. In fact, Stewart
Island’s kakapo population was translocated to smaller offshore
islands where exotic mammalian predators (like rats) were absent
or had been eradicated.

Further indirect effects, though not really ‘unexpected’, have
occurred following the release of the weevil, Rhinocyllus conicus,
as a biological control agent of exotic thistles, Carduus spp., in the
USA (Louda et al., 1997). The beetle also attacks native thistles in
the genus Cirsium and reduces the abundance of a native picture-
winged fly, Paracantha culta, which feeds on thistle seeds – the
weevil indirectly harms species that were never its intended target.

20.2.2 Trophic cascades

The indirect effect within a food web that has probably received
most attention is the so-called trophic cascade (Paine, 1980; Polis
et al., 2000). It occurs when a predator reduces the abundance 
of its prey, and this cascades down to the trophic level below,
such that the prey’s own resources (typically plants) increase in
abundance. Of course, it need not stop there. In a food chain with
four links, a top predator may reduce the abundance of an inter-
mediate predator, which may allow the abundance of a herbivore
to increase, leading to a decrease in plant abundance.

The Great Salt Lake of Utah in the USA provides a natural
experiment that illustrates a trophic cascade. There, what is essen-
tially a two-level trophic system (zooplankton–phytoplankton) is
augmented by a third trophic level (a predatory insect, Trichocorixa
verticalis) in unusually wet years when salinity is lowered
(Wurtsbaugh, 1992). Normally, the zooplankton, dominated by
a brine shrimp (Artemia franciscana), are capable of keeping phyto-
plankton biomass at a low level, producing high water clarity. 
But when salinity declined from above 100 g l−1 to 50 g l−1 in 1985,
Trichochorixa invaded and Artemia biomass was reduced from 720
to 2 mg m−3, leading to a massive increase in the abundance of
phytoplankton, a 20-fold increase in chlorophyll a concentration
and a fourfold decrease in water clarity (Figure 20.2).

Another example of a trophic cascade, but also of the complex-
ity of indirect effects, is provided by a 2-year experiment in which
bird predation pressure was manipulated in an intertidal community
on the northwest coast of the USA, in order to determine the effects
of the birds on three limpet species (prey) and their algal food
(Wootton, 1992). Glaucous-winged gulls (Larus glaucescens) and
oystercatchers (Haematopus bachmani) were excluded by means of
wire cages from large areas (each 10 m2) in which limpets were
common. Overall, limpet biomass was much lower in the pre-
sence of birds, and the effects of bird predation cascaded down
to the plant trophic level, because grazing pressure on the fleshy
algae was reduced. In addition, the birds freed up space for algal
colonization through the removal of barnacles (Figure 20.3).

It also became evident, however, that while birds reduced the
abundance of one of the limpet species, Lottia digitalis, as might
have been expected, they increased the abundance of a second
limpet species (L. strigatella) and had no effect on the third, L. pelta.
The reasons are complex and go well beyond the direct effects
of consumption of limpets. L. digitalis, a light-colored limpet, tends
to occur on light-colored goose barnacles (Pollicipes polymerus), 
whilst dark L. pelta occurs primarily on dark Californian mussels
(Mytilus californianus). Both limpets show strong habitat selection
for these cryptic locations. Predation by gulls reduced the area
covered by goose barnacles (to the detriment of L. digitalis), lead-
ing through competitive release to an increase in the area covered
by mussels (benefiting L. pelta). The third species, L. strigatella, 
is competitively inferior to the others and increased in density
because of competitive release.
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Salt Lake during three periods that differed in salinity. 
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20.2.3 Four trophic levels

In a four-level trophic system, if it is subject to trophic cascade,
we might expect that the abundances of the top carnivores and
the herbivores are positively correlated, as are those of the 
primary carnivores and the plants. This is precisely what was 
found in an experimental study of the food web in Eel River, 
northern California (Figure 20.4a) (Power, 1990). Large fish (roach,
Hesperoleucas symmetricus, and steelhead trout, Oncorhynchus mykiss)
reduced the abundance of fish fry and invertebrate predators, 
allowing their prey, tuft-weaving midge larvae (Pseudochironomus
richardsoni) to attain high density and to exert intense grazing 
pressure on filamentous algae (Cladophora), whose biomass was
thus kept low.

Support for the expected pattern also comes from the tropical
lowland forests of Costa Rica and a study of Tarsobaenus beetles

preying on Pheidole ants that prey on a variety of herbivores 
that attack ant-plants, Piper cenocladum (though the detailed trophic
interactions are slightly more complex than this – Figure 20.5a).
A descriptive study at a number of sites showed precisely the 
alternation of abundances expected in a four-level trophic cascade:
relatively high abundances of plants and ants associated with 
low levels of herbivory and beetle abundance at three sites, but
low abundances of plants and ants associated with high levels of
herbivory and beetle abundance at a fourth (Figure 20.5b). More-
over, when beetle abundance was manipulated experimentally at
one of the sites, ant and plant abundance were significantly higher,
and levels of herbivory lower, in the absence of beetles than in
their presence (Figure 20.5c).

On the other hand, in a four-level
trophic stream community in New
Zealand (brown trout (Salmo trutta),
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predatory invertebrates, grazing invertebrates and algae), the
presence of the top predator did not lead to reduced algal
biomass, because the fish influenced not only the predatory
invertebrates but also directly affected the activity of the her-
bivorous species at the next trophic level down (Figure 20.4b)
(Flecker & Townsend, 1994). They did this both by consuming
grazers and by con-straining the foraging behavior of the survivors
(McIntosh & Townsend, 1994). A similar situation has been

reported for a four-level trophic terrestrial community in the
Bahamas, consisting of lizards, web spiders, herbivorous arthro-
pods and seagrape shrubs (Coccoloba uvifera) (Figure 20.4c) (Spiller
& Schoener, 1994). The results of experimental manipulations 
indicated a strong interaction between top predators (lizards) and
herbivores, but a weak effect of lizards on spiders. Consequently,
the net effect of top predators on plants was positive and there
was less leaf damage in the presence of lizards. These four-level
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Spiller & Schoener, 1994, respectively.)
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trophic communities have a trophic cascade, but it functions as
if they had only three levels.

20.2.4 Cascades in all habitats? Community- or 
species-level cascades?

So much of the discussion of trophic 
cascades, including their original identi-
fication, has been based on aquatic

(either marine or freshwater) examples that the question has
seriously been asked ‘are trophic cascades all wet?’ (Strong,
1992). As pointed out by Polis et al. (2000), however, in order to
answer this question we should recognize a distinction between
community- and species-level cascades (Polis, 1999). In the 
former, the predators in a community, as a whole, control the
abundance of the herbivores, such that the plants, as a whole, 
are released from control by the herbivores. But in a species-level
cascade, increases in a particular predator give rise to decreases
in particular herbivores and increases in particular plants, with-
out this affecting the whole community. Thus, Schmitz et al. (2000),
in apparent contradiction of the ‘all cascades are wet’ proposition,
reviewed a total of 41 studies in terrestrial habitats demonstrat-
ing trophic cascades; but Polis et al. (2000) pointed out that all of
these referred only to subsets of the communities of which they
were part – that is, they were essentially species-level cascades.
Moreover, the measures of plant performance in these studies were
typically short term and small scale (for instance, ‘leaf damage’
as in the lizard–spider–herbivore–seagrape example above) rather
than broader scale responses of significance to the whole com-
munity, such as plant biomass or productivity.

Polis et al. (2000) proposed, then, that community-level 
cascades are most likely to occur in systems with the following
characteristics: (i) the habitats are relatively discrete and homo-
geneous; (ii) the prey population dynamics (including those of 
the primary producers) are uniformly fast relative to those of their
consumers; (iii) the common prey tend to be uniformly edible;
and (iv) the trophic levels tend to be discrete and species inter-
actions strong, such that the system is dominated by discrete trophic
chains.

If this proposition is correct, then community-level cascades
are most likely in pelagic communities of lakes and in benthic 
communities of streams and rocky shores (all ‘wet’) and perhaps
in agricultural communities. These tend to be discrete, relatively
simple communities, based on fast-growing plants often dominated
by a single taxon (phytoplankton, kelp or an agricultural crop).
This is not to say (as the Schmitz et al. (2000) review confirms)
that such forces are absent in more diffuse, species-rich systems,
but rather that patterns of consumption are so differentiated that
their overall effects are buffered. From the point of view of the
whole community, such effects may be represented as trophic 
trickles rather than cascades.

Certainly, the accumulating evidence seems to support a 
pattern of overt community-level cascades in simple, especially
wet, communities, and much more limited cascades embedded
within a broader web in more diverse, especially terrestrial, com-
munities. It remains to be seen, however, whether this reflects
some underlying realities or simply differences in the practical
difficulties of manipulating and studying cascades in different
habitats. An attempt to decide whether there are real differences
between aquatic and terrestrial food webs was forced to con-
clude that there is little evidence, either empirical or theoretical,
to either support or refute the idea (Chase, 2000).

20.2.5 Top-down or bottom-up control of food webs?
Why is the world green?

We have seen that trophic cascades are normally viewed ‘from
the top’, starting at the highest trophic level. So, in a three-level
trophic community, we think of the predators controlling the 
abundance of the grazers and say that the grazers are subject to
‘top-down control’. Reciprocally, the predators are subject to
bottom-up control (abundance determined by their resources): 
a standard predator–prey interaction. In turn, the plants are also
subject to bottom-up control, having been released from top-down
control by the effects of the predators on the grazers. Thus, in a
trophic cascade, top-down and bottom-up control alternate as we
move from one trophic level to the next.

But suppose instead that we start at the other end of the food
chain, and assume that the plants are controlled bottom-up by com-
petition for their resources. It is still possible for the herbivores
to be limited by competition for plants – their resources – and 
for the predators to be limited by competition for herbivores. In
this scenario, all trophic levels are subject to bottom-up control
(also called ‘donor control’), because the resource controls the 
abundance of the consumer but the consumer does not control
the abundance of the resource. The question has therefore arisen:
‘Are food webs – or are particular types of food web – dominated
by either top-down or bottom-up control?’ (Note again, though,
that even when top-down control ‘dominates’, top-down and 
bottom-up control are expected to alternate from trophic level
to trophic level.)

Clearly, this is linked to the issues we
have just been dealing with. Top-down
control should dominate in systems
with powerful community-level trophic cascades. But in systems
where trophic cascades, if they exist at all, are limited to the species
level, the community as a whole could be dominated by top-down
or bottom-up control. Also, there are some communities that 
tend, inevitably, to be dominated by bottom-up control, because
consumers have little or no influence on the supply of their food
resource. The most obvious group of organisms to which this
applies is the detritivores (see Chapter 11), but consumers of 
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nectar and seeds are also likely to come into this category (Odum
& Biever, 1984) and few of the multitude of rare phytophagous
insects are likely to have any impact upon the abundance of their
host plants (Lawton, 1989).

The widespread importance of top-
down control, foreshadowing the idea of
the trophic cascade, was first advocated
in a famous paper by Hairston et al.

(1960), which asked ‘Why is the world green?’ They answered,
in effect, that the world is green because top-down control pre-
dominates: green plant biomass accumulates because predators
keep herbivores in check. The argument was later extended to
systems with fewer or more than three trophic levels (Fretwell,
1977; Oksanen et al., 1981).

Murdoch (1966), in particular, chal-
lenged these ideas. His view, described
by Pimm (1991) as ‘the world is prickly
and tastes bad’, emphasized that even if

the world is green (assuming it is), it does not necessarily follow
that the herbivores are failing to capitalize on this because they
are limited, top-down, by their predators. Many plants have
evolved physical and chemical defenses that make life difficult for
herbivores (see Chapter 3). The herbivores may therefore be com-
peting fiercely for a limited amount of palatable and unprotected
plant material; and their predators may, in turn, compete for scarce
herbivores. A world controlled from the bottom-up may still 
be green.

Oksanen (1988), moreover, has argued that the world is not
always green – particularly if the observer is standing in the middle
of a desert or on the northern coast of Greenland. Oksanen’s 
contention (see also Oksanen et al., 1981) is that: (i) in extremely
unproductive or ‘white’ ecosystems, grazing will be light because
there is not enough food to support effective populations of 
herbivores: both the plants and the herbivores will be limited 
bottom-up; (ii) at the highest levels of plant productivity, in ‘green’
ecosystems, there will also be light grazing because of top-down
limitation by predators (as argued by Hairston et al., 1960); but
(iii) between these extremes, ecosystems may be ‘yellow’, where
plants are top-down limited by grazers because there are insuffici-
ent herbivores to support effective populations of predators. The
suggestion, then, is that productivity shifts the balance between
top-down and bottom-up control by altering the lengths of food
chains. This still remains to be critically tested.

There are also suggestions that the
level of primary productivity may be
influential in other ways in determining
whether top-down or bottom-up control

is predominant. Chase (2003) examined the effect of nutrient 
concentrations on a freshwater web comprising an insect pred-
ator, Belostoma flumineum, feeding on two species of herbivorous
snails, Physella girina and Helisoma trivolvis, in turn feeding on macro-
phytes and algae within a larger food web including zooplankton

and phytoplankton. At the lowest nutrient concentrations, the snails
were dominated by the smaller P. gyrina, vulnerable to predation,
and the predator gave rise to a trophic cascade extending to the
primary producers. But at the highest concentrations, the snails
were dominated by the larger H. trivolvis, relatively invulnerable
to predation, and no trophic cascade was apparent (Figure 20.6).
This study, therefore, also lends support to Murdoch’s proposi-
tion that the ‘world tastes bad’, in that invulnerable herbivores gave
rise to a web with a relative dominance of bottom-up control.
Overall, though, we see again that the elucidation of clear patterns
in the predominance of top-down or bottom-up control remains
a challenge for the future.

20.2.6 Strong interactors and keystone species

Some species are more intimately and tightly woven into the 
fabric of the food web than others. A species whose removal 
would produce a significant effect (extinction or a large change
in density) in at least one other species may be thought of as a
strong interactor. Some strong interactors would lead, through
their removal, to significant changes spreading throughout the 
food web – we refer to these as keystone species.

A keystone is the wedge-shaped block at the highest point of
an arch that locks the other pieces together. Its early use in food
web architecture referred to a top predator (the starfish Pisaster
on a rocky shore; see Paine (1966) and Section 19.4.2) that has an
indirect beneficial effect on a suite of inferior competitors by
depressing the abundance of a superior competitor. Removal of
the keystone predator, just like the removal of the keystone in
an arch, leads to a collapse of the structure. More precisely, it leads
to extinction or large changes in abundance of several species, pro-
ducing a community with a very different species composition
and, to our eyes, an obviously different physical appearance.

It is now usually accepted that key-
stone species can occur at other trophic
levels (Hunter & Price, 1992). Use of the
term has certainly broadened since it 
was first coined (Piraino et al., 2002), leading some to question
whether it has any value at all. Others have defined it more narrowly
– in particular, as a species whose impact is ‘disproportionately
large relative to its abundance’ (Power et al., 1996). This has the
advantage of excluding from keystone status what would other-
wise be rather trivial examples, especially ‘ecological dominants’
at lower trophic levels, where one species may provide the
resource on which a whole myriad of other species depend – 
for example, a coral, or the oak trees in an oak woodland. It is 
certainly more challenging and more useful to identify species 
with disproportionate effects.

Semantic quibbles aside, it remains important to acknowledge
that while all species no doubt influence the structure of their 
communities to a degree, some are far more influential than 
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others. Indeed, various indices have been proposed to measure
this influence (Piraino et al., 2002); for example, the ‘community
importance’ of a species is the percentage of other species lost
from the community after its removal (Mills et al., 1993). Also,
recognizing the concept of keystone species and attempting 
to identify them are both important from a practical point of 
view because keystone species are likely to have a crucial role 
in conservation: changes in their abundance will, by definition,
have significant repercussions for a whole range of other species.
Inevitably, though, the dividing line between keystone species and
the rest is not clear cut.

In principle, keystone species can
occur throughout the food web. Jones
et al. (1997) point out that it need not
even be their trophic role that makes
them important, but rather that they 

act as ‘ecological engineers’ (see Section 13.1). Beavers, for
example, in cutting down a tree and building a dam, create a 
habitat on which hundreds of species rely. Keystone mutualists
(Mills et al., 1993) may also exert influence out of proportion 
to their abundance: examples include a pollinating insect on
which an ecologically dominant plant relies, or a nitrogen-fixing
bacterium supporting a legume and hence the whole structure
of a plant community and the animals reliant on it. Certainly, 
keystone species are limited neither to top predators nor con-
sumers mediating coexistence amongst their prey. For example,

lesser snow geese (Chen caerulescens caerulescens) are herbivores that
breed in large colonies in coastal brackish and freshwater marshes
along the west coast of Hudson Bay in Canada. At their nesting
sites in spring, before the onset of above-ground growth of vegeta-
tion, adult geese grub for the roots and rhizomes of graminoid
plants in dry areas and eat the swollen bases of sedge shoots 
in wet areas. Their activity creates bare patches (1–5 m2) of peat
and sediment. Since there are few pioneer plant species able to
recolonize these patches, recovery is very slow. Furthermore, 
in ungrubbed brackish marshes, intense grazing by high densities
of geese later in the summer is essential in establishing and 
maintaining grazing ‘lawns’ of Carex and Puccinellia (Kerbes et al.,
1990). It seems reasonable to consider the lesser snow goose as
a keystone (herbivore) species.

20.3 Food web structure, productivity and
stability

Any ecological community can be characterized by its structure
(number of species, interaction strength within the food web, 
average length of food chains, etc.), by certain quantities (espe-
cially biomass and the rate of production of biomass, which 
we can summarize as ‘productivity’) and by its temporal stability
(Worm & Duffy, 2003). In the remainder of this chapter, we 
examine some of the interrelationships between these three.
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Figure 20.6 Top-down control, but only
with low productivity. (a) Snail biomass
and (b) plant biomass in experimental
ponds with low or high nutrient treatments
(vertical bars are standard errors). With
low nutrients, the snails were dominated
by Physella (vulnerable to predation) 
and the addition of predators led to a
significant decline (indicated by *) in snail
biomass and a consequent increase in 
plant biomass (dominated by algae). 
But with high nutrients, Helisoma snails
(less vulnerable to predation) increased
their relative abundance, and the addition
of predators led neither to a decline in 
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macrophytes). (After Chase, 2003.)
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Much of the very considerable recent interest in this area has 
been generated by the understandable concern to know what might
be the consequences of the inexorable decline in biodiversity 
(a key aspect of structure) for the stability and productivity of 
biological communities.

We will be particularly concerned with the effects of food 
web structure (food web complexity in this section; food chain
length and a number of other measures in Section 20.4) on the
stability of the structure itself and the stability of community pro-
ductivity. It should be emphasized at the outset, however, that
progress in our understanding of food webs depends critically on
the quality of data that are gathered from natural communities.
Recently, several authors have called this into doubt, particularly
for earlier studies, pointing out that organisms have often been
grouped into taxa extremely unevenly and sometimes at the
grossest of levels. For example, even in the same web, different taxa
may have been grouped at the level of kingdom (plants), family
(Diptera) and species (polar bear). Some of the most thoroughly
described food webs have been examined for the effects of such
an uneven resolution by progressively lumping web elements into
coarser and coarser taxa (Martinez, 1991; Hall & Raffaelli, 1993,
Thompson & Townsend, 2000). The uncomfortable conclusion
is that most food web properties seem to be sensitive to the level
of taxonomic resolution that is achieved. These limitations should
be borne in mind as we explore the evidence for food web patterns
in the following sections.

First, however, it is necessary to define ‘stability’, or rather to
identify the various different types of stability.

20.3.1 What do we mean by ‘stability’?

Of the various aspects of stability, an 
initial distinction can be made between
the resilience of a community (or any

other system) and its resistance. Resilience describes the speed with
which a community returns to its former state after it has been
perturbed and displaced from that state. Resistance describes the
ability of the community to avoid displacement in the first place.
(Figure 20.7 provides a figurative illustration of these and other
aspects of stability.)

The second distinction is between
local stability and global stability. Local
stability describes the tendency of a
community to return to its original state

(or something close to it) when subjected to a small perturbation.
Global stability describes this tendency when the community is 
subjected to a large perturbation.

A third aspect is related to the
local/global distinction but concen-
trates more on the environment of the
community. The stability of any com-

munity depends on the environment in which it exists, as well
as on the densities and characteristics of the component species.
A community that is stable only within a narrow range of envir-
onmental conditions, or for only a very limited range of species’
characteristics, is said to be dynamically fragile. Conversely, one that
is stable within a wide range of conditions and characteristics is
said to be dynamically robust.

Lastly, it remains for us to specify the aspect of the com-
munity on which we will focus. Ecologists have often taken a 
demographic approach. They have concentrated on the structure
of a community. However, it is also possible to focus on the 
stability of ecosystem processes, especially productivity.

20.3.2 Community complexity and the ‘conventional
wisdom’

The connections between food web structure and food web 
stability have preoccupied ecologists for at least half a century.
Initially, the ‘conventional wisdom’ was that increased complex-
ity within a community leads to increased stability; that is, more
complex communities are better able to remain structurally the
same in the face of a disturbance such as the loss of one or more
species. Increased complexity, then as now, was variously taken
to mean more species, more interactions between species, greater
average strength of interaction, or some combination of all of these
things. Elton (1958) brought together a variety of empirical and
theoretical observations in support of the view that more com-
plex communities are more stable (simple mathematical models
are inherently unstable, species-poor island communities are liable
to invasion, etc.). Now, however, it is clear his assertions were
mostly either untrue or else liable to some other plausible inter-
pretation. (Indeed, Elton himself pointed out that more extensive
analysis was necessary.) At about the same time, MacArthur (1955)
proposed a more theoretical argument in favor of the conventional
wisdom. He suggested that the more possible pathways there 
were by which energy passed through a community, the less likely
it was that the densities of constituent species would change in
response to an abnormally raised or lowered density of one of
the other species.

20.3.3 Complexity and stability in model communities:
populations

The conventional wisdom, however, has by no means always
received support, and has been undermined in particular by the
analysis of mathematical models. A watershed study was that by
May (1972). He constructed model food webs comprising a num-
ber of species, and examined the way in which the population
size of each species changed in the neighborhood of its equilib-
rium abundance (i.e. the local stability of individual populations).
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Each species was influenced by its interaction with all other species,
and the term βij was used to measure the effect of species j’s 
density on species i’s rate of increase. The food webs were ‘randomly
assembled’, with all self-regulatory terms (βii, βjj, etc.) set at −1,
but all other β values distributed at random, including a certain

number of zeros. The webs could then be described by three 
parameters: S, the number of species; C, the ‘connectance’ of the
web (the fraction of all possible pairs of species that interacted
directly, i.e. with βij non-zero); and β, the average ‘interaction
strength’ (i.e. the average of the non-zero β values, disregarding
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sign). May found that these food webs were only likely to be 
stable (i.e. the populations would return to equilibrium after a
small disturbance) if:

β(SC)1/2 < 1. (20.1)

Otherwise, they tended to be unstable.
In other words, increases in the number of species, in connect-

ance and in interaction strength all tend to increase instability
(because they increase the left-hand side of the inequality above).
Yet each of these represents an increase in complexity. Thus, 
this model (along with others) suggests that complexity leads to
instability, and it certainly indicates that there is no necessary,
unavoidable connection linking stability to complexity.

Other studies, however, have sug-
gested that this connection between
complexity and instability may be an
artefact arising out of the particular

characteristics of the model communities or the way they have
been analyzed. In the first place, randomly assembled food webs
often contain biologically unreasonable elements (e.g. loops of 
the type: A eats B eats C eats A). Analyses of food webs that 
are constrained to be reasonable (Lawlor, 1978; Pimm, 1979) show
that whilst stability still declines with complexity, there is no 
sharp transition from stability to instability (compared with the
inequality in Equation 20.1). Second, if systems are ‘donor con-
trolled’ (i.e. βij > 0, βji = 0), stability is unaffected by or actually
increases with complexity (DeAngelis, 1975). And the relationship
between complexity and stability in models becomes more 
complicated if attention is focused on the resilience of those
communities that are stable. While the proportion of stable 
communities may decrease with increased complexity, resilience
within this subset (a crucial aspect of stability) may increase
(Pimm, 1979).

Finally, though, the relationship between species richness 
and the variability of populations appears to be affected in a 
very general way by the relationship between the mean (m) and
variance (s2) of abundance of individual populations over time
(Tilman, 1999). This relationship can be denoted as:

s2 = cmz, (20.2)

where c is a constant and z is the so-called scaling coefficient. There
are grounds for expecting values of z to lie between 1 and 2
(Murdoch & Stewart-Oaten, 1989) and most observed values
seem to do so (Cottingham et al., 2001). In this range, population
variability increases with species richness (Figure 20.8) – a con-
nection between complexity and population instability, as found
in May’s original model.

Overall, therefore, most models indicate that population 
stability tends to decrease as complexity increases. This is sufficient
to undermine the conventional wisdom prior to 1970. However,

the conflicting results amongst the models at least suggest that
no single relationship will be appropriate in all communities. It
would be wrong to replace one sweeping generalization with
another.

20.3.4 Complexity and stability in model communities:
whole communities

The effects of complexity, especially species richness, on the 
stability of aggregate properties of whole communities, such as
their biomass or productivity, seem rather more straightforward,
at least from a theoretical point of view (Cottingham et al., 2001).
Broadly, in richer communities, the dynamics of these aggregate
properties are more stable. In the first place, as long as the fluctua-
tions in different populations are not perfectly correlated, there
is an inevitable ‘statistical averaging’ effect when populations are
added together – when one goes up, another is going down – and
this tends to increase in effectiveness as richness (the number of
populations) increases.

This effect interacts in turn with
the variance to mean relationship of
Equation 20.2. As richness increases,
average abundance tends to decrease,
and the value of z in Equation 20.2 determines how the variance
in abundance changes with this. Specifically, the greater the
value of z, the greater the proportionate decrease in variance, 
and the greater the increase in stability with increasing richness
(Figure 20.8). Only in the rare and probably unrealistic case of 
z being less than 1 (variance increases proportionately as mean 
abundance declines) is the statistical averaging effect absent.

Note that the related topic of the relationship between rich-
ness and productivity – in so far as this is different from the 
relationship between richness and the stability of productivity –
is picked up in the next chapter (see Section 21.7), which is
devoted to species richness.

20.3.5 Complexity and stability in practice: populations

Even if complexity and population
instability are connected in models, this
does not mean that we should neces-
sarily expect to see the same association
in real communities. For one thing, the range and predictability of
environmental conditions will vary from place to place. In a stable
and predictable environment, a community that is dynamically
fragile may still persist. However, in a variable and unpredictable
environment, only a community that is dynamically robust will
be able to persist. Hence, we might expect to see: (i) complex 
and fragile communities in stable and predictable environments, 
and simple and robust communities in variable and unpredictable
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environments; but (ii) approximately the same recorded stability
(in terms of population fluctuations, etc.) in all communities, 
since this will depend on the inherent stability of the community
combined with the variability of the environment. Moreover, 
we might expect manmade perturbations to have their most pro-
found effects on the dynamically fragile, complex communities of
stable environments, which are relatively unused to perturbations,
but least effect on the simple, robust communities of variable 
environments, which have previously been subjected to natural
perturbations.

It is also worth noting that there 
is likely to be an important parallel
between the properties of a community
and the properties of its constituent populations. In stable envir-
onments, populations will be subject to a relatively high degree
of K selection (see Section 4.12); in variable environments they
will be subject to a relatively high degree of r selection. The 
K-selected populations (high competitive ability, high inherent 
survivorship but low reproductive output) will be resistant to per-
turbations, but once perturbed will have little capacity to recover
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(low resilience). The r-selected populations, by contrast, will have
little resistance but a higher resilience. The forces acting on the
component populations will therefore reinforce the properties 
of their communities, namely fragility (low resilience) in stable
environments and robustness in variable ones.

A number of studies have examined
the relationship between S, C and β in
real communities, following the predic-
tion summarized in Equation 20.1. The
argument they use runs as follows. The

communities we observe must be stable – otherwise we would
not be able to observe them. If communities are only stable for
β(SC)1/2 < 1 (or at least when the left-hand side of the inequality
is low), then increases in S will lead to decreased stability unless
there are compensatory decreases in C and/or β. It is usually
assumed, for want of evidence, that β is constant (though ecologists
are rising to the challenge of quantifying interaction strengths –
e.g. Benke et al., 2001). Thus, communities with more species will
only retain stability if there is an associated decline in average con-
nectance, C. We should therefore observe a negative correlation
between S and C. A group of 40 food webs was gleaned from 
the literature by Briand (1983), including terrestrial, freshwater
and marine examples. For each community, a single value for 

connectance was calculated as the total number of identified
interspecies links as a proportion of the total possible number.
Connectance is plotted against S in Figure 20.9a. As predicted, 
connectance decreases with species number.

However, the data in Briand’s com-
pilation were not collected for the 
purpose of quantitative study of food
web properties. Moreover, the level of
taxonomic resolution varied substanti-
ally from web to web. More recent
studies, in which food webs have been
much more rigorously documented, indicate that C may decrease
with S (as predicted) (Figure 20.9b), that C may be independent
of S (Figure 20.9c) or may even increase with S (Figure 20.9d).
Thus, no single relationship between complexity and stability
receives consistent support from food web analyses.

Might other hypotheses do better in accounting for the
recorded patterns in connectance? Morphological, physiological
and behavioral features restrict the number of types of prey that
a consumer can exploit. If each species is adapted to feed on a
fixed number of other species, then SC turns out to be constant
(Warren, 1994), and C should decrease with increasing S. But if
each species feeds on anything whose characteristics fall within
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the range to which it is adapted, then as richness increases, so
too will the likely number within the acceptable range. In this
more realistic case, connectance would be roughly constant.
Moreover, if webs are made up of specialists, overall con-
nectance will be low, whereas webs composed of generalists 
will have high connectance. The proportion of specialists may
change with richness. Thus, the inconsistency of pattern may 
simply reflect a diversity of forces acting on different webs.

The prediction that populations in richer communities are less
stable when disturbed can also be investigated experimentally. One
classic study, for example, monitored the resistance in two grass-
land communities (McNaughton, 1978). In the first, plant nutri-
ents were added to the soil of a community in New York State;
in the second, the action of grazing animals was manipulated in
the Serengeti. In both cases, the treatment was applied to
species-rich and species-poor plant communities, and in both, dis-
turbance reduced the diversity of the former but not the latter
(Table 20.1). This was consistent with the prediction, but the effects,
while significant, were relatively slight.

Similarly, Tilman (1996) pooled data for 39 common plant
species from 207 grassland plots in Cedar Creek Natural History
Area, Minnesota, over an 11-year period. He found that variation
in the biomass of individual species increased significantly, but only
very weakly, with the richness of the plots (Figure 20.10a).

Finally, there have been a number of studies directed at the
question of whether the level of ‘perceived stability’ of natural
populations (interannual variation in abundance) varies with the
richness or complexity of the community. Leigh (1975) for her-
bivorous vertebrates, Bigger (1976) for crop pests and Wolda (1978)
for insects, all failed to find evidence that it did so.

Overall, therefore, like the theoret-
ical studies, empirical studies hint at
decreased population stability (increased variability) in more
complex communities, but the effect seems to be weak and
inconsistent.

20.3.6 Complexity and stability in practice: whole
communities

Turning to the aggregate, whole community level, evidence is
largely consistent in supporting the prediction that increased
richness in a community increases stability (decreases variability),
though a number of studies have failed to detect any consistent
relationship (Cottingham et al., 2001; Worm & Duffy, 2003).

First, returning to McNaughton’s
(1978) studies of US and Serengeti grass-
lands, the effects of perturbations were
quite different when viewed in ecosys-
tem (as opposed to population) terms.
The addition of fertilizer significantly
increased primary productivity in the species-poor field in New
York State (+53%), but only slightly and insignificantly changed
productivity in the species-rich field (+16%); and grazing in the
Serengeti significantly reduced the standing crop biomass in 
the species-poor grassland (−69%), but only slightly reduced that
of the species-rich field (−11%). Similarly, in Tilman’s (1996)
Minnesota grasslands, in contrast to the weak negative effect found
at the population level, there was a strong positive effect of rich-
ness on the stability of community biomass (Figure 20.10b).
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Experimental Statistical
Control plots plots significance

Nutrient addition
Species richness per 0.5 m2 plot

Species-poor plot 20.8 22.5 NS
Species-rich plot 31.0 30.8 NS

Equitability
Species-poor plot 0.660 0.615 NS
Species-rich plot 0.793 0.740 P < 0.05

Diversity
Species-poor plot 2.001 1.915 NS
Species-rich plot 2.722 2.532 P < 0.05

Grazing
Species diversity

Species-poor plot 1.069 1.357 NS
Species-rich plot 1.783 1.302 P < 0.005

NS, not significant.

Table 20.1 The influence of nutrient
addition on species richness, equitability
(H/ln S) and diversity (Shannon’s index, H)
in two fields; and grazing by African
buffalo on species diversity in two areas of
vegetation. (After McNaughton, 1977.)
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McGrady-Steed et al. (1997) manipulated richness in aquatic
microbial communities (producers, herbivores, bacterivores and
predators) and found that variation in another ecosystem measure,
carbon dioxide flux (a measure of community respiration) also
declined with richness (Figure 20.11). On the other hand, in an
experimental study of small grassland communities perturbed 
by an induced drought, Wardle et al. (2000) found detailed com-
munity composition to be a far better predictor of stability than
overall richness.

Studies of the response of a community to a perturbation 
(e.g. McNaughton, 1978) or of variations in the community 
in response to year-to-year variations in the environment (e.g.
Tilman, 1996), are focused largely on the resistance of com-
munities to change. A quite different perspective examines the
resilience of communities to perturbations in ecosystem charac-
teristics such as the energy or nutrient levels contained within 
them. O’Neill (1976), for example, considered the community as
a three-compartment system consisting of active plant tissue (P),
heterotrophic organisms (H) and inactive dead organic matter (D).
The rate of change in the standing crop in these compartments
depends on transfers of energy between them (Figure 20.12a).
Inserting real data from six communities representing tundra, 
tropical forest, temperate deciduous forest, a salt marsh, a fresh-
water spring and a pond, O’Neill subjected the models of these
communities to a standard perturbation: a 10% decrease in the
initial standing crop of active plant tissue. He then monitored 
the rates of recovery towards equilibrium, and plotted these as 
a function of the energy input per unit standing crop of living 
tissue (Figure 20.12b).

The pond system, with a relatively
low standing crop and a high rate of
biomass turnover, was the most resili-
ent. Most of its plant populations have
short lives and rapid rates of population
increase. The salt marsh and forests had intermediate values, whilst
tundra had the lowest resilience. There is a clear relationship
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Figure 20.10 (a) The coefficient of variation of population
biomass for 39 plant species from plots in four fields in Minnesota
over 11 years (1984–94) plotted against species richness in the plots.
Variation increased with richness but the slope was very shallow.
(b) The coefficient of variation for community biomass in each
plot plotted against species richness for each of the four fields.
Variation consistently decreased with richness. In both cases,
regression lines and correlation coefficients are shown. *, P < 0.05;
**, P < 0.01; ***, P < 0.001. (After Tilman, 1996.)
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between resilience and energy input per unit standing crop. This
seems to depend in part on the relative importance of hetero-
trophs in the system. The most resilient system, the pond, had a
biomass of heterotrophs 5.4 times that of autotrophs (reflecting
the short life and rapid turnover of phytoplankton, the dominant
plants in this system), whilst the least resilient tundra had a hetero-
troph : autotroph ratio of only 0.004. Thus, the flux of energy
through the system has an important influence on resilience. 
The higher this flux, the more quickly will the effects of a per-
turbation be ‘flushed’ from the system. An exactly analogous 
conclusion has been reached by DeAngelis (1980), but for nutrient

cycling rather than energy flow. Here too, then, stability seems
more influenced by the nature of the species in the community
than by simple measures such as overall richness.

20.3.7 The number of species or their identity? 
Keystones again

Indeed, it is clear that the whole concept of a keystone species
(see Section 20.2.6) is itself a recognition of the fact that the effects
of a disturbance on structure or function are likely to depend 
very much on the precise nature of the disturbance – that is, on
which species are lost. Reinforcement of this idea is provided by
a simulation study carried out by Dunne et al. (2002), in which
they took 16 published food webs and subjected them to the
sequential removal of species according to one of four criteria:
(i) removing the most connected species first; (ii) randomly
removing species; (iii) removing the most connected species 
first excluding basal species (those having predators but no prey);
and (iv) removing the least connected species first. The stability
of the webs was then judged by the number of secondary extinc-
tions that resulted from the simulated removals, such extinctions
occurring when species were left with no prey (and so basal species
were subject to primary but not secondary extinction). In the 
first place, the robustness of community composition in the face
of species loss increased with connectance of the communities 
– further support for an increase in community stability with 
complexity. Overall, however, it is also clear that secondary extinc-
tions followed most rapidly when the most connected species 
were removed, and least rapidly when the least connected species
were removed, with random removals lying between the two
(Figure 20.13). There were, moreover, some interesting exceptions
when, for example, the removal of a least connected species led
to a rapid cascade of secondary extinctions because it was a basal
species with a single predator, which was itself preyed upon by
a wide variety of species. This, finally in this section, reminds 
us that the idiosyncrasies of individual webs are likely always to
undermine the generality of any ‘rules’ even if such rules can be
agreed on.

20.4 Empirical patterns in food webs: 
the number of trophic levels

In the previous section, we examined very general aspects of 
food web structure – richness, complexity – and related them to
the stability of food webs. In this section, we examine some more
specific aspects of structure and ask, first, if there are detectable
repeated patterns in nature, and second whether we can account
for them. We deal first, at greatest length, with the number 
of trophic levels, and then turn to omnivory and the extent to
which food webs are compartmentalized.
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Figure 20.12 (a) A simple model of a community. The 
three boxes represent components of the system and arrows 
represent transfers of energy between the system components. 
(b) The rate of recovery (index of resilience) after perturbation 
(as a function of energy input per unit standing crop) for 
models of six contrasting communities. The pond community 
was most resilient to perturbation, tundra least so. (After 
O’Neill, 1976.)
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A fundamental feature of any food
web is the number of trophic links in

the pathways that run from basal species to top predators.
Variations in the number of links have usually been investigated
by examining food chains, defined as sequences of species running

from a basal species to a species that feeds on it, to another species
that feeds on the second, and so on up to a top predator (fed on
by no other species). This does not imply a belief that commun-
ities are organized as linear chains (as opposed to more diffuse
webs); rather, individual chains are identified purely as a means
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Figure 20.13 The effect of sequential species removal on the number of consequential (‘secondary’) species extinctions, as a proportion 
of the total number of species originally in the web, S, for each of 16 previously described food webs. The four different rules for species
removal are described in the key. Robustness of the webs (the tendency not to suffer secondary extinctions) increased with the connectance
of the webs, C (regression coefficients for the four rules: −0.62 (NS), 1.16 (P < 0.001), 1.01 (P < 0.001) and 0.47 (P < 0.005)). Overall, though,
robustness was lowest when the most connected species were removed first and highest when the least connected were removed first. 
The origins of the webs are described in Dunne et al. (2002). (After Dunne et al., 2002.)
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of trying to quantify the number of links. Food chain length has
been defined in various ways (Post, 2002), and in particular has
sometimes been used to describe the number of species in the
chain, and sometimes (as here) the number of links. For instance,
starting with basal species 1 in Figure 20.14, we can trace four
possible trophic pathways via species 4 to a top predator: 1–4–
11–12, 1–4–11–13, 1–4–12 and 1–4–13. This provides four food
chain lengths: 3, 3, 2 and 2. Figure 20.14 lists a total of 21 further
chains, starting from basal species 1, 2 and 3. The average of all
the possible food chain lengths is 2.32. Adding one to this gives
us the number of trophic levels that can be assigned to the food
web. Almost all communities described have consisted of between
two and five trophic levels, and most of these have had three or
four. What sets the limit on food chain length? And how can 
we account for variations in length?

In addressing these questions, we
will conform to a bias that has per-
vaded investigations of food chain
length – a bias in favor of predators and

against parasites. Thus, when a food chain is described as having
four trophic levels, these would typically be a plant, a herbivore,

a predator that eats the herbivore, and a top predator that eats
the intermediate predator. Assume the top predator is an eagle.
Even without collecting the data, it is all but certain that the eagle
is attacked by parasites (perhaps fleas), which are themselves
attacked by pathogens. But the convention is to describe the chain
as having four trophic levels. Indeed, descriptions of food webs
generally have paid little attention to parasites. There is little doubt
that this neglect will have to be rectified (Thompson et al., 2005).

20.4.1 Productivity? Productive space? Or just space?

It has long been argued that energetic considerations set a limit
to the number of trophic levels that an environment can sup-
port. Of the radiant energy that reaches the earth, only a small
fraction is fixed by photosynthesis and made available as either
live food for herbivores or dead food for detritivores. Indeed, 
the amount of energy available for consumption is considerably
less than that fixed by the plants, because of work done by the
plants (in growth and maintenance) and because of losses due to
inefficiencies in all energy-conversion processes (see Chapter 17).
Thereafter, each feeding link amongst heterotrophs is character-
ized by the same phenomenon: at most 50%, sometimes as little
as 1%, and typically around 10% of energy consumed at one trophic
level is available as food to the next. The observed pattern of just
three or four trophic levels could arise, therefore, simply because
a viable population of predators at a further trophic level could
not be supported by the available energy.

The most obvious testable predic-
tions stemming from this hypothesis
are, first, systems with greater primary
productivity (e.g. at lower latitudes)
should be able to support a larger num-
ber of trophic levels; and second, systems
where energy is transferred more efficiently (e.g. based on insects
rather than vertebrates) should also have more trophic levels. How-
ever, these predictions have received little support from natural
systems. For instance, an analysis of 32 published food webs in
habitats ranging from desert and woodland to Arctic lakes and
tropical seas found no difference in the length of food chains 
when 22 webs from low-productivity habitats (less than 100 g 
of carbon m−2 year−l) were compared with 10 webs from high-
productivity habitats (greater than 1000 g m−2 year−1). The median 
food chain length was 2.0 in both cases (Briand & Cohen, 1987).
Moreover, a survey of 95 insect-dominated webs revealed first 
that food chains in tropical webs were no longer than those from
(presumably) less productive temperate and desert situations,
but also that these food chains composed of insects were no longer
than those involving vertebrates (Schoenly et al., 1991).

On the other hand, a number of studies on a much smaller
scale (e.g. in a group of streams; Townsend et al., 1998) or where
resource availability has been manipulated experimentally, have
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Figure 20.14 Community matrix for an exposed intertidal rocky
shore in Washington State, USA. The pathways of all possible
maximal food chains are listed. 1, detritus; 2, plankton; 3, benthic
algae; 4, acorn barnacles; 5, Mytilus edulis; 6, Pollicipes; 7, chitons; 
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13, Leptasterias. (After Briand, 1983.)
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shown food chain length to decrease with decreased product-
ivity, especially when the decreases take productivity below
around 10 g carbon m−2 year−l (Post, 2002). For example, in an 
experiment using water-filled containers as analogs of natural 
tree-holes, a 10-fold or 100-fold reduction from a ‘natural’ level
of energy input (leaf litter) reduced maximal food chain length
by one link, because in this simple community of mosquitoes,
midges, beetles and mites, the principal predator – a chironomid
midge Anatopynia pennipes – was usually absent from the less 
productive habitats ( Jenkins et al., 1992). This suggests that 
the simple productivity argument may indeed apply in the least 
productive environments (the most unproductive deserts, the 
deepest reaches of caves). However, establishing this is likely to
prove difficult, since there are other reasons for expecting top 
predators to be absent from such environments (their size, their 
isolation, etc.; Post, 2002).

In fact, though, the simple product-
ivity argument may have been mis-
guided in the first place: what matters
in an ecological community is not the
energy available per unit area but the

total available energy, that is, productivity per unit area multi-
plied by the space (or volume) occupied by the ecosystem – the
‘productive space’ hypothesis (Schoener, 1989). A very small and
isolated habitat, for example, no matter how productive locally,
is unlikely to provide enough energy for viable populations at 
higher trophic levels. A number of studies appear to support 
the productive space hypothesis, in that the number of trophic
levels is positively correlated with the total available energy – 
an example is shown in Figure 20.15a. On the other hand, the
rare attempts that have been made to determine the separate 
contributions of ecosystem size and local productivity have
detected an effect from size but not from productivity (e.g.
Figure 20.15b).

Results like these may indicate that total energy is indeed 
important but is far more dependent on ecosystem size than 
productivity per unit area. But they may mean, alternatively, that
ecosystem size affects food chain length by some other means 
and available energy has no detectable effect (Post, 2002). One
possibility is that ecosystem size affects species richness (it 
certainly does so – see Chapter 21) and richer webs tend to 
support longer chains. Unsurprisingly, richness and chain length
tend to be associated. Untangling causation from correlation is
an important challenge.
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Figure 20.15 (right) (a) The food chain length (FCL) increases
with productive space for the food webs of 14 lakes in Ontario 
and Quebec; productive space (PS) = productivity × lake area; 
FCL = 2.94PS0.21, r2 = 0.48. (After Vander Zanden et al., 1999.) 
(b) Relationships between maximum trophic position and
ecosystem size (above) or productivity (below) for 25 lakes in
northeastern North America. The maximum trophic position
increased with ecosystem size apparently independently of
whether productivity was low (2–11 µg l−1 total phosphorus (TP)),
moderate (11–30 µg l−1 TP) or high (30–250 µg l−1 TP). However,
when small (3 × 105 to 3 × 107 m3), medium (3 × 107 to 3 × 109 m3)
and large lakes (3 × 109 to 3 × 1012 m3) were examined separately,
the maximum trophic position did not vary with productivity. 
The maximum trophic position is the trophic position (FCL + 1) 
of the species with the highest average trophic position in each of
the lake food webs. (After Post et al., 2000.)
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If available energy is found ultimately to have no effect on 
food chain length, it should perhaps be borne in mind that species
richness is usually significantly higher in productive regions (see
Chapter 21), and that each consumer probably feeds on only a
limited range of species at a lower trophic level. Hence, the
amount of energy flowing up a single food chain in a productive
region (a large amount of energy, but divided amongst many sub-
systems) may not be very different from that flowing up a single
food chain in an unproductive region (having been divided
amongst fewer subsystems).

20.4.2 Dynamic fragility of model food webs

Another popular idea has been that the length of food chains is
limited by the lowered stability (especially resilience) of longer
chains. In turn, we might then expect food chains to be shorter
in environments subject to greater disturbance, where only the
most stable food chains could persist. In particular, when Pimm
and Lawton (1977) examined variously structured four-species
Lotka–Volterra models (Figure 20.16a), webs with more trophic
levels had return times after a perturbation that were substantially
longer than those with fewer levels. Because less resilient sys-
tems are unlikely to persist in an inconstant environment, it was
argued that only systems with few trophic levels will commonly
be found in nature. However, these models had self-limitation
(effectively, intraspecific competition) only at the lowest trophic
level, and food chain length and the proportion of self-limited
species was therefore confounded (Figure 20.16a). When a wider
range of food webs was examined with self-limitation distributed
more systematically (Figure 20.16b–e) (Sterner et al., 1997a), there
was a weak but significant increase in stability in longer food 
chains when the number of species and the number of self-limited
species were held constant. Overall, there is no convincing case for
dynamic fragility affecting the length of food chains significantly.

20.4.3 Constraints on predator design and behavior

There may also be evolutionary constraints on the anatomy 
or behavior of predators that limit the lengths of food chains. To
feed on prey at a given trophic level, a predator has to be large
enough, maneuverable enough and fierce enough to effect a 
capture. In general, predators are larger than their prey (not true,
though, of grazing insects and parasites), and body size tends 
to increase (and density to decrease) at successive trophic levels
(Cohen et al., 2003). There may well be a limit above which 
design constraints rule out another link in the food chain. It 
may be impossible to design a predator that is both fast enough
to catch an eagle and big and fierce enough to kill it.

Also, consider the arrival in a community of a new carnivore
species. Would it do best to feed on the herbivores or the 

carnivores already there? The herbivores are more abundant 
and less well protected. The advantage to feeding low down in
the food chain can readily be seen. Of course, if all species did
this, competition would intensify, and feeding higher in the food
chain could reduce competition. But it is difficult to imagine 
a top predator sticking religiously to a rule that it should prey
only on the trophic level immediately below it, especially as the
prey there are likely to be larger, fiercer and rarer than species
at lower levels. Overall, theoretical explorations (Hastings &
Conrad, 1979) suggest that an evolutionarily stable food chain 
length (one that would be optimal for predator fitness) would be
around two (three trophic levels). Such arguments, however, have
rather little to offer by way of explanation for the variations in
food chain length.

Thus, there are complete answers to neither of our original
questions (see p. 595). The constraints on predators are likely to
set some general upper limit on the lengths of many food chains.
Food chains are likely to be atypically short in especially unpro-
ductive environments. Food chain length seems to increase with
increases in productive space, but it is unclear whether this is an
association with the total energy available in an ecosystem or with
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Figure 20.16 Sets of model food webs, the dynamics of which
were examined to determine the effect of food chain length on
stability having accounted for variations in the number of species
and the number with self-limitation (�). (a) The original set
examined by Pimm and Lawton (1997). (b) Six-species, four-level
webs with varying degrees of self-limitation. (c) Six-species webs 
of self-limited species with varying numbers of trophic levels and
species concentrated in the basal level. (d) Eight-species webs of
self-limited species with varying numbers of trophic levels and
species dispersed among the levels. (e) Eight-species webs of self-
limited species with varying numbers of trophic levels and species
concentrated in the basal level. (After Sterner et al., 1997a.)
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ecosystem size alone – and if the latter, it is unclear precisely how
size comes to determine food chain length. The two longest estab-
lished hypotheses – energy per unit area and dynamic fragility 
– have, if anything, the least support.

Finally, it is important to note that,
as with connectance, estimates of food
chain length are sensitive to the degree
of taxonomic resolution. This may be

why many of the more recently documented webs have longer
than average chain lengths ranging from five to seven (Hall 
& Raffaelli, 1993). Moreover, if a well-resolved large web is 
progressively simplified by lumping taxa together (in a manner 
analogous to earlier studies), the estimate of food chain length
declines (Martinez, 1993). There is clearly a need for rigorous 
studies of many more food webs before acceptable generaliza-
tions can be reached.

20.4.4 Omnivory

Technically, an omnivore is an animal that takes prey from more
than one trophic level. Compilations of early descriptions of food
webs indicated that omnivores are usually uncommon; this was
taken to support expectations from simple model communities,
where omnivory is destabilizing (Pimm, 1982). It was argued that
in cases of omnivory, intermediate species both compete with and
are preyed upon by top species and in consequence are unlikely
to persist long. A more complex and realistic model incorporated
‘life history omnivory’, in which different life history stages of 
a species feed on different trophic levels, as when tadpoles are
herbivores and adult frogs and toads are carnivores (Pimm & Rice,
1987). Life history omnivory also reduces stability, but much less
than single life stage omnivory does. Intriguingly, omnivory is not
destabilizing in donor-control models, and omnivores are common
in decomposer food webs (Walter, 1987; Usio & Townsend, 2001;
Woodward & Hildrew, 2002), to which donor-control dynamics
can be applied.

In fact, an increasing number of studies indicate that omnivory
is not uncommon at all, and that earlier indications of its rarity
were an artefact of the webs being only poorly described (Polis
& Strong, 1996; Winemiller, 1996). For example, Sprules and
Bowerman (1988) found omnivory to be common in plankton 
food webs in North American glacial lakes, having identified all
their zooplankton to species level and produced webs that were
much more reliable as a result (Figure 20.17). Polis (1991) found
similar results in his detailed study of a desert sand community.
What is more, later modeling studies have undermined the whole
suggestion that omnivory is inherently destabilizing. Dunne 
et al.’s (2002) simulation study detected no relationship between
the level of omnivory and the stability of webs to species removal,
while other models indicate that omnivory may in fact stabilize
food webs (McCann & Hastings, 1997). It is sobering to note that

theoretical and empirical studies have managed to march in 
step twice in quick succession, but to quite different tunes. It
reminds us that both sorts of study can only ever be as good as
the assumptions on which they are inevitably based.

20.4.5 Compartmentalization

A food web is compartmentalized if it is organized into sub-
units within which interactions are strong, but between which
interactions are weak. (The most perfectly compartmentalized 
community possesses only linear food chains.) Do food webs 
tend to be compartmentalized?

Not surprisingly, in studies where habitat divisions are major
and unequivocal, there is a clear tendency for compartments to
map onto habitats. For instance, Figure 20.18 shows the results
of a classic study describing the major interactions within and
between three interconnected habitats on Bear Island in the
Arctic Ocean (Summerhayes & Elton, 1923). There is a signific-
antly smaller number of interactions between habitats than
would be expected by chance (Pimm & Lawton, 1980).

On the other hand, when habitat divisions are subtler, the 
evidence for compartments is typically poor, and there are even
greater difficulties in providing a clear demonstration of com-
partments (or the lack of them) within habitats. Early analyses,
certainly, suggested that food webs within habitats are only as
compartmentalized as would be expected by chance alone (Pimm
& Lawton, 1980; Pimm, 1982). More recently, though, promising
methodological advances have been made that seem capable of
identifying compartments within larger webs, especially when the
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Figure 20.17 The prevalence of omnivory in glacial lakes in
northeast North America (Sprules & Bowerman, 1988) is much
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other prey occupying an intermediate trophic level.
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taxonomic resolution within the web is high and the strengths of
interactions between the species can be weighted (Krause et al.,
2002). Interestingly, the methods lean heavily on ideas from 
sociology, where the aim is to identify social cliques within a
broader society. An example is shown in Figure 20.19. Also, an
alternative perspective has been to emphasize that what have 
been described as distinct food webs in different habitats may 
often be linked by ‘spatial subsidies’ – crucial flows of energy and
materials (Polis et al., 1997) – as, for example, when lake fish that
normally prey upon other fish in the pelagic (open water) food
web, switch to quite different prey in the benthic food web when
their preferred prey are scarce (Schindler & Scheuerell, 2002). 
That is, what might seem to be separate webs are in fact com-
partments within a larger web.

Since no clear consensus has emerged that food webs are more
compartmentalized than would be expected by chance alone, it
would be inappropriate to argue that compartmentalization has
been ‘favored’ because compartmentalized webs persist. None 
the less, since the earliest theoretical studies (e.g. May, 1972), a
consensus has emerged that communities will have increased 
stability if they are compartmentalized, and it is easy to see 
why this might be so. In the first place, a disturbance to a com-
partmentalized web tends to be contained within the disturbed 
compartment, limiting the overall extent of the effects in the wider
web. In addition, though, spatial subsidies between compartments
will tend to buffer individual compartments against the worst
excesses of disturbances within them. For instance, in the example
above, piscivorous fish, when their preferred prey are rare, may
switch to the benthos rather than driving populations of those
preferred prey to extinction. The apparent contradiction between
these two justifications of the stabilizing properties of compart-
mentalization can be resolved if we emphasize the first where a

seemingly unified web is in fact a series of semidetached compart-
ments, and emphasize the second where seemingly separate webs
are in fact coupled. Thus, it may be that an intermediate degree
of compartmentalization is the most stable.

This chapter closes, then, with a
tone that has pervaded much of it: 
suggestive but uncertain. Further pro-
gress, though, is essential. One standard
answer of ecologists to the layman’s
question ‘What does it matter if we lose
that species?’ is, quite rightly, ‘But you must also consider the 
wider effects of that loss; losing that species may affect the whole
food web of which it is part’. The need for further understand-
ing of those wider effects is intense.

Summary

In this chapter, we shift the focus to systems that usually have 
at least three trophic levels and with ‘many’ species.

We describe ‘unexpected’ effects in food webs, where, for 
example, the removal of a predator may lead to a decrease in 
prey abundance.

The indirect effect within food webs that has received most
attention is the trophic cascade. We discuss cascades in systems
with three and four trophic levels, and address the question of
whether cascades are equally common in all types of habitat, 
requiring a distinction to be made between community- and
species-level cascades. We ask whether food webs, or particular
types of food web, are dominated by either top-down (trophic
cascade) or bottom-up control. We then define and discuss the
importance of keystone species.

••••
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Figure 20.18 The major interactions
within and between three interconnected
habitats on Bear Island in the Arctic Ocean.
1, plankton; 2, marine animals; 3, seals; 
4a, plants; 4b, dead plants; 5, worms; 
6, geese; 7, Collembola; 8, Diptera; 9,
mites; 10, Hymenoptera; 11, seabirds; 
12, snow bunting; 13, purple sandpiper; 
14, ptarmigan; 15, spiders; 16, ducks and
divers; 17, Arctic fox; 18, skua and glaucous
gull; 19, planktonic algae; 20a, benthic
algae; 20b, decaying matter; 21, protozoa a;
22, protozoa b; 23, invertebrates a; 
24, Diptera; 25, invertebrates b; 
26, microcrustacean; 27, polar bear. 
(After Pimm & Lawton, 1980.)

EIPC20  10/24/05  2:16 PM  Page 599



•• ••

25

24

31

35

43

23

22

33

45
19

18
34

41

2

20

21

26

28

30

29

9

5

3

27 4

7

1

8

14

6

10

16
11

15

12

39

13

38

37

40
42

17

36

44

32

Phytoplankton
Benthic producers
Bacteria <1 µm (small)
Bacteria >1 <2 µm (medium)
Bacteria >2 µm (large)
Acartia tonsa (copepod)
Microciliates
Macrociliates
Predaceous ciliates
Chrysaora quinquecirrha
(sea nettle)
Mnemiopsis leidyi
(comb jelly)
Nemopsis bachei (jellyfish)
Cladocera
Other zooplankton
Anchoa mitchilli larvae
(anchovy)
Anchoa mitchilli eggs
Fish larvae
Marenzelleria viridis
(polychaete)
Nereis succinea (polychaete)
Hetermastus filiformis
(oIigochaete)
Other polychaetes
Corophium lacustre
(amphipod)
Leptocheirus plumulosus
(amphipod)
Other meiofauna
Macoma baithica
(Baltic clam)
Macoma mitchelli
(rosy clam)
Rangia cuneata
(wedge clam)
Mulinia lateralis (coot clam)
Mya arenaria
(soft-shelled clam)
Crassostrea virginica (oyster)
Callinectes sapidus
(blue crab)
Anchoa mitchilli
(bay anchovy)
Micropogon undulatus
(croaker)
Trinectes maculatus
(hogchoaker)
Leiostomus xanthurus (spot)
Cynoscion regalis (weakfish)
Alosa sapidissima
(American shad)
Alosa pseudoharengus
(alewife)
Alosa aestivalis
(bIue-back herring)
Brevoctia tyranus
(menhaden)
Morone americana
(white perch)
Morone saxatilis
(striped bass)
Pomatomas saltatrix
(bluefish)
Paralichthys dentatus
(flounder)
Arius felis (catfish)

1
2
3
4
5
6
7
8
9
10

11

12
13
14
15

16
17
18

19
20

21
22

23

24
25

26

27

28
29

30
31

32

33

34

35
36
37

38

39

40

41

42

43

44

45

Figure 20.19 Pictorial representation of the results of an analysis of a food web from Chesapeake Bay (see also Figure 20.13) in which
interactions between the 45 taxa were quantified and the taxa assigned to compartments (the number of which was not predetermined) 
in such a way as to maximize the differential between the connectance within compartments (in this case 0.0099) and that between
compartments (in this case 0.000087, more than two orders of magnitude lower). Food webs may be considered compartmentalized if that
differential is sufficiently large. Arrows represent interactions and point from predator to prey: solid color, within compartments; dashed
lines, between compartments. (After Krause et al., 2002.)
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Any ecological community can be characterized by its structure,
its productivity and its temporal stability. The variety of meanings
of ‘stability’ is outlined, distinguishing resilience and resistance,
local and global stability, and dynamic fragility and robustness.

For many years, the ‘conventional wisdom’ was that more 
complex communities were more stable. We describe the simple
mathematical models that first undermined this view. We show
how, in general, the effects of food web complexity on popula-
tion stability in model systems has been equivocal, whereas for
aggregate properties of whole model communities, such as their
biomass or productivity, complexity (especially species richness)
tends consistently to enhance stability.

In real communities, too, evidence is equivocal at the popula-
tion level, including both studies that have examined the rela-
tionships between species richness and connectance and those that
have manipulated richness experimentally. Again, turning to the
aggregate, whole community level, evidence is largely consistent
in supporting the prediction that increased richness increases 
stability (decreases variability). We stress, though, the importance
of the nature, not just the richness, of a community in these regards,
returning to the importance of keystone species.

Limitations and patterns in food chain length are discussed.
We examine the evidence that food chain length is limited by pro-
ductivity, by ‘productive space’ (productivity compounded by the
extent of the community) or simply by ‘space’ – but that evidence
is inconclusive. We examine, too, the arguments that food chain
length is limited by dynamic fragility (ultimately unconvincing)
or by constraints on predator design and behavior. There is a clear
need for rigorous studies of many more food webs before
acceptable generalizations can be reached.

We examine work linking the prevalence of omnivory and 
its effect on food web stability, noting that earlier work found
omnivory to be rare and destabilizing, whereas later work found
it common and with no consistent effect on stability.

Finally, we ask whether food webs tend to be more com-
partmentalized than would be expected by chance. As long 
as habitat divisions are subtle, the evidence for compartments 
is typically poor, and there are even greater difficulties in 
demonstrating compartments (or the lack of them) within
habitats. There is, though, a clear consensus from theoretical 
studies that communities will have increased stability if they are 
compartmentalized.

••
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21.1 Introduction

Why the number of species varies from
place to place, and from time to time,
are questions that present themselves

not only to ecologists but to anybody who observes and ponders
the natural world. They are interesting questions in their own right
– but they are also questions of practical importance. A remark-
able 44% of the world’s plant species and 35% of vertebrate
species (other than fish) are endemic to just 25 separate ‘hot spots’
occupying a small proportion of the earth’s surface (Myers et al.,
2000). Knowledge of the spatial distribution of species richness is
a prerequisite for prioritizing conservation efforts both at a large
scale (setting global priorities) and at a regional and local scale
(setting national priorities). This aspect of conservation planning
will be discussed in Section 22.4.

It is important to distinguish be-
tween species richness (the number of
species present in a defined geographical
unit – see Section 16.2) and biodiversity.

The term biodiversity makes frequent appearances in both the
popular media and the scientific literature – but it often does 
so without an unambiguous definition. At its simplest, biodiver-
sity is synonymous with species richness. Biodiversity, though, can 
also be viewed at scales smaller and larger than the species. 
For example, we may include genetic diversity within species, 
recognizing the value of conserving genetically distinct sub-
populations and subspecies. Above the species level, we may wish
to ensure that species without close relatives are afforded special
protection, so that the overall evolutionary variety of the world’s
biota is maintained as large as possible. At a larger scale still, 
we may include in biodiversity the variety of community types
present in a region – swamps, deserts, early and late stages in a
woodland succession, and so on. Thus, ‘biodiversity’ may itself,

quite reasonably, have a diversity of meanings. Yet it is necessary
to be specific if the term is to be of any practical use.

In this chapter we restrict our attention to species richness,
partly because of its fundamental nature but mainly because so
many more data are available for this than for any other aspect
of biodiversity. We will address several questions. Why do some
communities contain more species than others? Are there patterns
or gradients of species richness? If so, what are the reasons for
these patterns? There are plausible answers to the questions we
ask, but these answers are by no means conclusive. Yet this is not
so much a disappointment as a challenge to ecologists of the future.
Much of the fascination of ecology lies in the fact that many of
the problems are blatant, whereas the solutions are not. We will
see that a full understanding of patterns in species richness must
draw on our knowledge of all the ecological topics dealt with 
so far in this book.

As with other areas of ecology, scale
is a paramount feature in discussions 
of species richness; explanations for
patterns usually have both smaller and larger scale components.
Thus, the number of species living on a boulder in a river will
reflect local influences such as the range of microhabitats provided
(on the surface, in crevices and beneath the boulder) and the 
consequences of species interactions taking place (competition, 
predation, parasitism). However, larger scale influences of both
a spatial and temporal nature will also be important. Thus, species
richness may be large on our boulder because the regional pool
of species is itself large (in the river as a whole or, at a still larger
scale, in the geographic region) or because there has been a long
interlude since the boulder was last turned over by a flood (or
since the region was last glaciated). Comparatively more emphasis
has been placed on local as opposed to regional questions in 
ecology, prompting Brown and Maurer (1989) to designate a 
subdiscipline of ecology as macroecology – to deal explicitly with

hot spots of species

richness

biodiversity and

species richness

the question of scale:

macroecology

Chapter 21

Patterns in 
Species Richness
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understanding distribution and abundance at large spatial and 
temporal scales. Geographic patterns in species richness are a 
principal focus of macroecology (e.g. Gaston & Blackburn, 2000;
Blackburn & Gaston, 2003).

21.1.1 Four types of factor affecting species richness

There are a number of factors to which
the species richness of a community can

be related, and these are of several different types. First, there are
factors that can be referred to broadly as ‘geographic’, notably
latitude, altitude and, in aquatic environments, depth. These have
often been correlated with species richness, as we shall discuss
below, but presumably they cannot be causal agents in their own
right. If species richness changes with latitude, then there must
be some other factor changing with latitude, exerting a direct effect
on the communities.

A second group of factors does
indeed show a tendency to be correlated
with latitude (or altitude or depth), but
they are not perfectly correlated. To 

the extent that they are correlated at all, they may play a part in
explaining latitudinal and other gradients. But because they are
not perfectly correlated, they serve also to blur the relationships
along these gradients. Such factors include climatic variability, 
the input of energy, the productivity of the environment, and 
possibly the ‘age’ of the environment and the ‘harshness’ of the
environment.

A further group of factors vary geo-
graphically but quite independently of
latitude (or altitude, island location or
depth). They therefore tend to blur or
counteract relationships between species

richness and other factors. This is true of the amount of physical
disturbance a habitat experiences, the isolation of the habitat and
the extent to which it is physically and chemically heterogeneous.

Finally, there is a group of factors
that are biological attributes of a 
community, but are also important

influences on the structure of the community of which they 
are part. Notable amongst these are the amount of predation 
or parasitism in a community, the amount of competition, the 
spatial or architectural heterogeneity generated by the organisms 
themselves and the successional status of a community. These
should be thought of as ‘secondary’ factors in that they are them-
selves the consequences of influences outside the community.
Nevertheless, they can all play powerful roles in the final shaping
of community structure.

A number of these factors have been discussed in previous 
chapters (disturbance and successional status in Chapter 16,

competition, predation and parasitism in Chapter 19). In this
chapter we continue by examining the relationships between
species richness and factors that can be thought of as exerting an
influence in their own right. We do this first by considering factors
whose variation is primarily spatial (productivity, spatial hetero-
geneity, environmental harshness – Section 21.3) and, second, 
those whose variation is primarily temporal (climatic variation and
environmental age – Section 21.4). We will then be in a position
to consider patterns in species richness related to habitat area and
remoteness (island patterns – Section 21.5), before moving to 
gradients in species richness related to latitude, altitude, depth,
succession and position in the fossil record (Section 21.6). In
Section 21.7, we take a different tack by asking whether variations
in species richness themselves have consequences for the func-
tioning of ecosystems (e.g. productivity, decomposition rate and
nutrient cycling). We begin, though, by constructing a simple 
theoretical framework (following MacArthur (1972), probably
the greatest macroecologist, although he did not use the term) to
help us think about variations in species richness.

21.2 A simple model of species richness

To try to understand the determinants of species richness, it will be
useful to begin with a simple model. Assume, for simplicity, that
the resources available to a community can be depicted as a one-
dimensional continuum, R units long (Figure 21.1). Each species
uses only a portion of this resource continuum, and these portions
define the niche breadths (n) of the various species: the average niche
breadth within the community is N. Some of these niches overlap,
and the overlap between adjacent species can be measured by a
value o. The average niche overlap within the community is then
I. With this simple background, it is possible to consider why some
communities should contain more species than others.

First, for given values of N and I, a
community will contain more species
the larger the value of R, i.e. the greater
the range of resources (Figure 21.1a).
This is true when the community is
dominated by competition and the
species ‘partition’ the resources (see
Section 19.2). But, it will also presumably be true when com-
petition is relatively unimportant. Wider resource spectra provide
the means for existence of a wider range of species, whether or
not those species interact with one another.

Second, for a given range of resources, more species will be
accommodated if N is smaller, i.e. if the species are more specialized
in their use of resources (Figure 21.1b).

Alternatively, if species overlap to a greater extent in their use
of resources (greater I), then more may coexist along the same
resource continuum (Figure 21.1c).

••
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Finally, a community will contain more species the more fully
saturated it is; conversely, it will contain fewer species when more
of the resource continuum is unexploited (Figure 21.1d).

21.2.1 The relationship between local and regional 
species richness

One way to assess the degree to which
communities are saturated with species
is to plot the relationship between local
species richness (assessed on a spatial
scale where all the species could en-

counter each other in a community) and regional species richness
(the number of species in the regional pool that could theoretic-
ally colonize the community). Local species richness is sometimes
referred to as α richness (or α diversity) and regional species 
richness as γ richness. If communities are saturated with species

(i.e. the niche space is fully utilized), local richness will reach an
asymptote in its relationship with regional richness (Figure 21.2a).
This appears to be the case for the Brazilian ground-dwelling ant
communities studied by Soares et al. (2001) (Figure 21.2b). Similar
patterns have been described for aquatic and terrestrial plant
groups, fish, mammals and parasites, but nonsaturating patterns
have just as often been described for a variety of taxa, including
fish (Figure 21.2c), insects, birds, mammals, reptiles, molluscs and
corals (reviewed by Srivastava, 1999). Local regional richness plots
provide a useful tool for addressing the question of commun-
ity saturation, but they must be used with caution. For example,
Loreau (2000) points out that the nature of the relationship
depends on the way that total richness (γ ) is partitioned between
within-community (α) and between-community richness (β), and
this is a matter of the scale at which different communities are
distinguished from one another. In other words, researchers might
erroneously include within a single community several habitats that
should be considered as different communities, or, alternatively,

••

More species because
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(larger R)
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Figure 21.1 A simple model of species
richness. Each species utilizes a portion n
of the available resources (R), overlapping 
with adjacent species by an amount o.
More species may occur in one community
than in another (a) because a greater 
range of resources is present (larger R), 
(b) because each species is more specialized
(smaller average n), (c) because each
species overlaps more with its neighbors
(larger average o), or (d) because the
resource dimension is more fully exploited.
(After MacArthur, 1972.)
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they may study local communities at an inappropriately small 
scale (e.g. 1 m2 quadrats may have been too small to be ‘local’
communities in the ground-dwelling ant study of Soares et al., 2001).

21.2.2 Species interactions and the simple model of
species richness

We can also consider the relationship
between the model in Figure 21.1 and
two important kinds of species interac-
tions described in previous chapters – interspecific competition
and predation (see especially Chapter 19). If a community is
dominated by interspecific competition, the resources are likely
to be fully exploited. Species richness will then depend on the range
of available resources, the extent to which species are specialists
and the permitted extent of niche overlap (see Figure 21.1a–c).

Predation, on the other hand, is cap-
able of exerting contrasting effects.
First, we know that predators can
exclude certain prey species; in the absence of these species the
community may then be less than fully saturated, in the sense
that some available resources may be unexploited (see Figure 21.1d).
In this way, predation may reduce species richness. Second,
though, predation may tend to keep species below their carrying
capacities for much of the time, reducing the intensity and
importance of direct interspecific competition for resources. This
may then permit much more niche overlap and a greater rich-
ness of species than in a community dominated by competition
(see Figure 21.1c). Finally, predation may generate richness 
patterns similar to those produced by competition when prey
species compete for ‘enemy-free space’ (see Chapter 8). Such ‘appar-
ent competition’ means that invasion and the stable coexistence
of prey are favored by prey being sufficiently different from
other prey species already present. In other words, there may be
a limit to the similarity of prey that can coexist (equivalent to the
presumed limits to similarity of coexisting competitors).

21.3 Spatially varying factors that influence
species richness

21.3.1 Productivity and resource richness

For plants, the productivity of the en-
vironment can depend on whichever
nutrient or condition is most limiting to
growth (dealt with in detail in Chapter 17). Broadly speaking, the
productivity of the environment for animals follows the same 
trends as for plants, both as a result of the changes in resource
levels at the base of the food chain, and as a result of the changes
in critical conditions such as temperature.
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Figure 21.2 (a) In a saturated community, local richness is
expected to increase with regional richness at very low levels 
of regional richness, but to quickly reach an upper limit. In an
unsaturated community, on the other hand, local richness is
expected to be a constant proportion of regional richness. 
(After Srivastava, 1999.) (b) Asymptotic relationship between 
local richness of litter-dwelling ant communities in 1 m2 quadrats
in 10 forest remnants in Brazil in relation to the size of the
regional species pool (assumed to be the total number of species 
in the forest remnant concerned). (After Soares et al., 2001.) 
(c) Nonasymptotic relationship between local species richness
(number recorded over equal-sized areas of a river bed) and
regional species pools (the number of species present in the 
entire drainage basin from which the local sample was drawn).
(After Rosenzweig & Ziv, 1999.)
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If higher productivity is correlated with a wider range of avail-
able resources, then this is likely to lead to an increase in species
richness (see Figure 21.1a). However, a more productive environ-
ment may have a higher rate of supply of resources but not a 
greater variety of resources. This might lead to more individuals
per species rather than more species. Alternatively again, it is 
possible, even if the overall variety of resources is unaffected, that
rare resources in an unproductive environment may become
abundant enough in a productive environment for extra species
to be added, because more specialized species can be accom-
modated (see Figure 21.1b).

In general, then, we might expect
species richness to increase with 
productivity – a contention that is 
supported by an analysis of the species
richness of trees in North America in
relation to a crude measure of available
environmental energy, potential evapo-

transpiration (PET). This is the amount of water that would
evaporate or be transpired from a saturated surface (Figure 21.3a).
However, while energy (heat and light) is necessary for tree
functioning, plants also depend critically on actual water availability;
energy and water availability inevitably interact, since higher
energy inputs lead to more evapotranspiration and a greater
requirement for water (Whittaker et al., 2003). Thus, in a study
of southern African trees, species richness increased with water
availability (annual rainfall), but first increased and then decreased
with available energy (PET) (Figure 21.3b). We present and dis-
cuss further hump-shaped relationships later in this section.

When the North American work (Figure 21.3a) was extended
to four vertebrate groups, species richness was found to be cor-
related to some extent with tree species richness itself. However,
the best correlations were consistently with PET (Figure 21.4).
Why should animal species richness be positively correlated 
with crude atmospheric energy? The answer is not known with
any certainty, but it may be because for an ectotherm, such as 
a reptile, extra atmospheric warmth would enhance the intake
and utilization of food resources. While for an endotherm, 
such as a bird, the extra warmth would mean less expenditure 
of resources in maintaining body temperature and more avail-
able for growth and reproduction. In both cases, then, this could
lead to faster individual and population growth and thus to
larger populations. Warmer environments might therefore allow
species with narrower niches to persist and such environments
may therefore support more species in total (see Figure 21.1b)
(Turner et al., 1996).

Sometimes there seems to be a direct relationship between 
animal species richness and plant productivity. This was the case,
for example, for the relationship between bird species richness 
and mean annual net primary productivity in South Africa (van
Rensburg et al., 2002). In the cases of seed-eating rodents and 
seed-eating ants in the southwestern deserts of the United States,

Brown and Davidson (1977) recorded strong positive correlations
between species richness and precipitation. In arid regions it is
well established that mean annual precipitation is closely related
to plant productivity and thus to the amount of seed resource 
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Figure 21.3 (a) Species richness of trees in North America, 
north of the Mexican border (in which the continent has been
divided into 336 quadrats following lines of latitude and longitude)
in relation to potential evapotranspiration (PET). (After Currie 
& Paquin, 1987; Currie, 1991.) (b) Species richness of southern
African trees (in 25,000 km2 cells) as a function of annual rainfall
and PET. The surface describes the regression model between
species richness, annual rainfall and PET, and the stalks show 
the residual variation associated with each data point. 
(After Whittaker et al., 2003; data from O’Brien, 1993.)
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available. It is particularly noteworthy that in species-rich sites,
the communities contained more species of very large ants (which
consume large seeds) and more species of very small ants (which
take small seeds) (Davidson, 1977). It seems that either the range
of sizes of seeds is greater in the more productive environments
(see Figure 21.1a) or the abundance of seeds becomes suffici-
ent to support extra consumer species with narrower niches 
(see Figure 21.1b).

On the other hand, an increase in
diversity with productivity is by no
means universal, as noted in the uni-
que Parkgrass experiment which started 

in 1856 at Rothamstead in England (see Section 16.2.1). A 3.2 ha
(8-acre) pasture was divided into 20 plots, two serving as con-
trols and the others receiving a fertilizer treatment once a year.
While the unfertilized areas remained essentially unchanged, the
fertilized areas showed a progressive decline in species richness
(and diversity).

Such declines have long been recognized. Rosenzweig (1971)
referred to them as illustrating the ‘paradox of enrichment’. One
possible resolution of the paradox is that high productivity leads

to high rates of population growth, bringing about the extinction
of some of the species present because of a speedy conclusion to
any potential competitive exclusion. At lower productivity, the
environment is more likely to have changed before competitive
exclusion is achieved. An association between high productivity
and low species richness has been found in several other studies
of plant communities (reviewed by Cornwell & Grubb, 2003).

It is perhaps not surprising, then,
that several studies have demonstrated
both an increase and a decrease in rich-
ness with increasing productivity – that
is, that species richness may be highest
at intermediate levels of productivity.
Species richness is low at the lowest productivities because of 
a shortage of resources, but also declines at the highest pro-
ductivities where competitive exclusions speed rapidly to their 
conclusion. For instance, there are humped curves when the 
species richness of desert rodents is plotted against precipitation
(and thus productivity) along a gradient in Israel (Abramsky &
Rosenzweig, 1983), when the species richness of central European
plants is plotted against soil nutrient supply (Cornwell & Grubb,
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2003) and when the species richness of various taxonomic groups
is plotted against gross primary productivity in the open water
zones of lakes in North America (Figure 21.5a). An analysis of a
wide range of such studies found that when communities of the
same general type (e.g. tallgrass prairie) but differing in product-
ivity were compared (Figure 21.5b), a positive relationship was
the most common finding in animal studies (with fair numbers of
humped and negative relationships), whereas with plants, humped
relationships were the most common, with smaller numbers of

positives and negatives (and even some unexplained U-shaped
curves). When Venterink et al. (2003) assessed the relationship
between plant species richness and plant productivity in 150 Euro-
pean wetland sites that differed in the nutrient that was limiting
productivity (nitrogen, phosphorus or potassium), they found
hump-shaped patterns for nitrogen- and phosphorus-limited sites
but species richness declined monotonically with productivity in
potassium-limited sites. Clearly, increased productivity can and
does lead to increased or decreased species richness – or both.
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Figure 21.5 (a) Species richness of various taxonomic groups in lakes in North America plotted against gross primary productivity (PPR), 
with fitted quadratic regression lines (all significant at P < 0.01). (After Dodson et al., 2000.) (b) Percentage of published studies on plants
and animals showing various patterns of relationship between species richness and productivity. (After Mittelbach et al., 2001.)
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Productivity often, perhaps always,
exerts its influence on species richness
in combination with other factors. Thus,
we saw earlier how grazer-mediated
coexistence was most likely to occur 
in nutrient-rich situations where plant

productivity is high, whereas grazing in nutrient-poor, unproductive
settings was associated with a reduction in plant richness (see
Section 19.4). Moreover, disturbance (dealt with in Chapter 16)
can also interact with nutrient supply (productivity) to determine
species richness patterns. Wilson and Tilman (2002) monitored
for 8 years the effects of four levels each of disturbance (different
amounts of annual tilling) and nitrogen addition (in a complete
factorial design) on species richness in agricultural fields that had
been abandoned 30 years previously. Species richness showed a
hump-shaped relationship with disturbance in the zero nitrogen
and lowest nitrogen addition treatments because over time, at 
intermediate disturbance levels, annual plants colonized plots
that would otherwise have become dominated by perennials.
However, there was no relationship between species richness 
and disturbance in the high nitrogen treatments, where clearly
competitively dominant species emerged even in disturbed 
plots (Figure 21.6). The higher nutrient levels were presumably
sufficient to support rapid growth of competitive dominants, 
and to lead to competitive exclusion of subordinates between 
disturbance episodes.

21.3.2 Spatial heterogeneity

We have already seen how the patchy nature of an environ-
ment, coupled with aggregative behavior, can lead to coexist-
ence of competing species (see Section 8.5.5). In addition, 
environments that are more spatially heterogeneous can be
expected to accommodate extra species because they provide 
a greater variety of microhabitats, a greater range of micro-
climates, more types of places to hide from predators and so on.
In effect, the extent of the resource spectrum is increased (see 
Figure 21.1a).

In some cases, it has been possible
to relate species richness to the spatial
heterogeneity of the abiotic environ-
ment. For instance, a study of plant
species growing in 51 plots alongside 

the Hood River, Canada, revealed a positive relationship be-
tween species richness and an index of spatial heterogeneity
(based, among other things, on the number of categories of 

substrate, slope, drainage regimes and
soil pH present) (Figure 21.7a).

Most studies of spatial heterogeneity,
though, have related the species richness
of animals to the structural diversity of

the plants in their environment (Figure 21.7b–d), occasionally as
a result of experimental manipulation of the plants, as with the
spiders in Figure 21.7b, but more commonly through comparisons
of different natural communities (Figure 21.7c, d). However,
whether spatial heterogeneity arises intrinsically from the abiotic
environment or is provided by other biological components of
the community, it is capable of promoting an increase in species
richness.
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Figure 21.7 Relationship between the
number of plants per 300 m2 plot beside
the Hood River, Northwest Territories,
Canada, and an index (ranging from 0 to 1)
of spatial heterogeneity in abiotic factors
associated with topography and soil. 
(After Gould & Walker, 1997.) (b) In an
experimental study, the number of spider
species living on Douglas fir branches
increases with their structural diversity.
Those ‘bare’, ‘patchy’ or ‘thinned’ were
less diverse than normal (‘control’) by
virtue of having needles removed; those
‘tied’ were more diverse because their
twigs were entwined together. (After Halaj
et al., 2000.) (c) Relationships between
animal species richness and an index of
structural diversity of vegetation for
freshwater fish in 18 Wisconsin lakes.
(After Tonn & Magnuson, 1982.) 
(d) Relationship between arboreal ant
species richness in two regions of Brazilian
savanna and the species richness of trees 
(a surrogate for spatial heterogeneity). 
7, Distrito Federal; �, Paraopeba region.
(After Ribas et al., 2003.)
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21.3.3 Environmental harshness

Environments dominated by an
extreme abiotic factor – often called

harsh environments – are more difficult to recognize than might
be immediately apparent. An anthropocentric view might
describe as extreme both very cold and very hot habitats, unusu-
ally alkaline lakes and grossly polluted rivers. However, species
have evolved and live in all such environments, and what is very
cold and extreme for us must seem benign and unremarkable to
a penguin in the Antarctic.

We might try to get around the problem of defining envir-
onmental harshness by ‘letting the organisms decide’. An envir-
onment may be classified as extreme if organisms, by their failure
to live there, show it to be so. But if the claim is to be made –
as it often is – that species richness is lower in extreme environ-
ments, then this definition is circular, and it is designed to prove
the very claim we wish to test.

Perhaps the most reasonable definition of an extreme condi-
tion is one that requires, of any organism tolerating it, a mor-
phological structure or biochemical mechanism that is not found
in most related species and is costly, either in energetic terms or
in terms of the compensatory changes in the organism’s biolog-
ical processes that are needed to accommodate it. For example,
plants living in highly acidic soils (low pH) may be affected
directly through injury by hydrogen ions or indirectly via
deficiencies in the availability and uptake of important resources
such as phosphorus, magnesium and calcium. In addition, alu-
minum, manganese and heavy metals may have their solubility
increased to toxic levels, and mycorrhizal activity and nitrogen
fixation may be impaired. Plants can only tolerate low pH if they
have specific structures or mechanisms allowing them to avoid
or counteract these effects.

Environments that experience a low
pH can thus be considered harsh, and
the mean number of plant species re-
corded per sampling unit in a study in
the Alaskan Arctic tundra was indeed
lowest in soils of low pH (Figure 21.8a).
Similarly, the species richness of benthic stream invertebrates 
in the Ashdown Forest (southern UK) was markedly lower in 
the more acidic streams (Figure 21.8b). Further examples of
extreme environments that are associated with low species 
richness include hot springs, caves and highly saline water 
bodies such as the Dead Sea. The problem with these examples,
however, is that they are also characterized by other features 
associated with low species richness such as low productivity 
and low spatial heterogeneity. In addition, many occupy small 
areas (caves, hot springs) or areas that are rare compared to 
other types of habitat (only a small proportion of the streams 
in southern England are acidic). Hence extreme environments 
can often be seen as small and isolated islands. We will see in
Section 21.5.1 that these features, too, are usually associated
with low species richness. Although it appears reasonable that 
intrinsically extreme environments should as a consequence 
support few species, this has proved an extremely difficult pro-
position to establish.

21.4 Temporally varying factors that influence
species richness

Temporal variation in conditions and resources may be predict-
able or unpredictable and operate on timescales from minutes
through to centuries and millennia. All may influence species 
richness in profound ways.

••

Figure 21.8 (a) The number of plant
species per 72 m2 sampling unit in the
Alaskan Arctic tundra increases with pH.
(After Gough et al., 2000.) (b) The number
of taxa of invertebrates in streams in
Ashdown Forest, southern England,
increases with the pH of the streamwater.
(After Townsend et al., 1983.)
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21.4.1 Climatic variation

The effects of climatic variation on
species richness depend on whether
the variation is predictable or unpre-
dictable (measured on timescales that
matter to the organisms involved). In

a predictable, seasonally changing environment, different species
may be suited to conditions at different times of the year. More
species might therefore be expected to coexist in a seasonal envir-
onment than in a completely constant one (see Figure 21.1a).
Different annual plants in temperate regions, for instance, germin-
ate, grow, flower and produce seeds at different times during a
seasonal cycle; while phytoplankton and zooplankton pass through
a seasonal succession in large, temperate lakes with a variety of
species dominating in turn as changing conditions and resources
become suitable for each.

On the other hand, there are oppor-
tunities for specialization in nonsea-
sonal environments that do not exist 
in seasonal environments. For example,
it would be difficult for a long-lived

obligate fruit-eater to exist in a seasonal environment when 
fruit is available for only a very limited portion of the year. But
such specialization is found repeatedly in nonseasonal, tropical 
environments where fruit of one type or another is available 
continuously.

Unpredictable climatic variation
(climatic instability) could have a 
number of effects on species richness:
(i) stable environments may be able to
support specialized species that would

be unlikely to persist where conditions or resources fluctuated 
dramatically (see Figure 21.1b); (ii) stable environments are
more likely to be saturated with species (see Figure 21.1d); and
(iii) theory suggests that a higher degree of niche overlap will be 

found in more stable environments (see Figure 21.1c). All these
processes could increase species richness. On the other hand, 
populations in a stable environment are more likely to reach their
carrying capacities, the community is more likely to be domin-
ated by competition, and species are therefore more likely to be
excluded by competition (where I is smaller, see Figure 21.1c).

Some studies have seemed to sup-
port the notion that species richness
increases as climatic variation decreases.
For example, there is a significant 
negative relationship between species
richness and the range of monthly mean temperatures for birds,
mammals and gastropods that inhabit the west coast of North
America (from Panama in the south to Alaska in the north)
(Figure 21.9). However, this correlation does not prove causation,
since there are many other things that change between Panama
and Alaska. There is no established relationship between climatic
instability and species richness.

21.4.2 Environmental age: evolutionary time

It has also often been suggested that
communities that are ‘disturbed’ even
on very extended timescales may none
the less lack species because they have
yet to reach an ecological or an evolutionary equilibrium. Thus
communities may differ in species richness because some are 
closer to equilibrium and are therefore more saturated than 
others (see Figure 21.1d).

For example, many have argued that
the tropics are richer in species than are
more temperate regions at least in part
because the tropics have existed over
long and uninterrupted periods of evolutionary time, whereas 
the temperate regions are still recovering from the Pleistocene
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glaciations. It seems, however, that the long-term stability of the
tropics has in the past been greatly exaggerated by ecologists.
Whereas the climatic and biotic zones of the temperate region
moved toward the equator during the glaciations, the tropical 
forest appears to have contracted to a limited number of small
refuges surrounded by grasslands. A simplistic contrast between
the unchanging tropics and the disturbed and recovering temperate
regions is therefore untenable.

A comparison between the two polar regions may be more
instructive. Both Arctic and Antarctic marine environments are
cold, seasonal and strongly influenced by ice but their histories
are quite different. The Arctic basin lost its fauna when covered
by thick permanent ice at the height of the last glaciation and recol-
onization is underway; whereas a shallow water fauna has
existed around the Antarctic since the mid-Palaeozoic (Clarke &
Crame, 2003). Today the two polar faunas contrast markedly, the
Arctic being depauperate and the Antarctic rich, most likely
reflecting the importance of their histories.

21.5 Habitat area and remoteness: 
island biogeography

It is well established that the number 
of species on islands decreases as island
area decreases. Such a species–area rela-

tionship is shown in Figure 21.10a for terrestrial vascular plants
on islands in the Stockholm Archipelago, Sweden.

‘Islands’, however, need not be islands of land in a sea of 
water. Lakes are islands in a ‘sea’ of land, mountain tops are high-
altitude islands in a low-altitude ocean, gaps in a forest canopy
where tree have fallen are islands in a sea of trees, and there can
be islands of particular geological types, soil types or vegetation
types surrounded by dissimilar types of rock, soil or vegetation.
Species–area relationships can be equally apparent for these
types of islands (Figure 21.10b–d).

The relationship between species richness and habitat area is
one of the most consistent of all ecological patterns. However,
the pattern raises an important question: ‘Is the impoverishment of
species on islands more than would be expected in comparably
small areas of mainland?’ In other words, does the characteristic
isolation of islands contribute to their impoverishment of species?
These are important questions for an understanding of commun-
ity structure since there are many oceanic islands, many lakes,
many mountaintops, many woodlands surrounded by fields, many
isolated trees, and so on.

21.5.1 MacArthur and Wilson’s ‘equilibrium’ theory

Probably the most obvious reason why larger areas should con-
tain more species is that larger areas typically encompass more
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Figure 21.10 Species–area relationships.
(a) Plants on islands east of Stockholm,
Sweden: �, survey completed in 1999 
after grazing and hay-making had ceased; 
� survey completed in 1908 when intensive
agriculture was practised. (After Lofgren &
Jerling, 2002.) (b) Birds inhabiting lakes in
Florida. (After Hoyer & Canfield, 1994.) 
(c) Bats inhabiting different-sized caves in
Mexico. (After Brunet & Medellin, 2001.)
(d) Fish living in Australian desert springs
that have source pools of different sizes. 
(After Kodric-Brown & Brown, 1993.)
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different types of habitat. However, MacArthur and Wilson
(1967) believed this explanation to be too simple. In their equi-
librium theory of island biogeography, they argued: (i) that island 
size and isolation themselves played important roles – that the
number of species on an island is determined by a balance
between immigration and extinction; (ii) that this balance is
dynamic, with species continually going extinct and being replaced
(through immigration) by the same or by different species; and
(iii) that immigration and extinction rates may vary with island
size and isolation.

Taking immigration first, imagine an
island that as yet contains no species at
all. The rate of immigration of species
will be high, because any colonizing
individual represents a species new to

that island. However, as the number of resident species rises, the
rate of immigration of new, unrepresented species diminishes. The
immigration rate reaches zero when all species from the source
pool (i.e. from the mainland or from other nearby islands) are
present on the island in question (Figure 21.11a).

The immigration graph is drawn as a curve, because immi-
gration rate is likely to be particularly high when there are low
numbers of residents and many of the species with the greatest
powers of dispersal are yet to arrive. In fact, the curve should really
be a blur rather than a single line, since the precise curve will depend
on the exact sequence in which species arrive, and this will vary
by chance. In this sense, the immigration curve can be thought
of as the most probable curve.

The exact immigration curve will depend on the degree of
remoteness of the island from its pool of potential colonizers 
(Figure 21.11a). The curve will always reach zero at the same point
(when all members of the pool are resident), but it will generally
have higher values on islands close to the source of immigration
than on more remote islands, since colonizers have a greater 
chance of reaching an island the closer it is to the source. It is also
likely that immigration rates will generally be higher on a large
island than on a small island, since the larger island represents 
a larger target for the colonizers (Figure 21.11a).

The rate of species extinction on 
an island (Figure 21.11b) is bound to be
zero when there are no species there,
and it will generally be low when there
are few species. However, as the number of resident species
rises, the extinction rate is assumed by the theory to increase, prob-
ably at a more than proportionate rate. This is thought to occur
because with more species, competitive exclusion becomes more
likely, and the population size of each species is on average
smaller, making it more vulnerable to chance extinction. Similar
reasoning suggests that extinction rates should be higher on small
than on large islands as population sizes will typically be smaller
on small islands (Figure 21.11b). As with immigration, the extinc-
tion curves are best seen as ‘most probable’ curves.

In order to see the net effect of
immigration and extinction, their two
curves can be superimposed (Figure
21.11c). The number of species where
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the curves cross (S*) is a dynamic equilibrium and should be the
characteristic species richness for the island in question. Below
S*, richness increases (immigration rate exceeds extinction rate);
above S*, richness decreases (extinction exceeds immigration). The
theory, then, makes a number of predictions:

1 The number of species on an island should eventually become
roughly constant through time.

2 This should be a result of a continual turnover of species, with
some becoming extinct and others immigrating.

3 Large islands should support more species than small islands.
4 Species number should decline with the increasing remoteness

of an island.

Note, though, that several of these
predictions could also be made without
any reference to the equilibrium theory.
An approximate constancy of species
number would be expected if richness

were determined simply by island type. Similarly, a higher rich-
ness on larger islands would be expected as a consequence of larger
islands having more habitat types. One test of the equilibrium 
theory, therefore, would be whether richness increases with 
area at a rate greater than could be accounted for by increases 
in habitat diversity alone (see Section 21.5.2).

The effect of island remoteness can be considered quite 
separately from the equilibrium theory. Merely recognizing 
that many species are limited in their dispersal ability, and have
not yet colonized all islands, leads to the prediction that more
remote islands are less likely to be saturated with potential 
colonizers (see Section 21.5.3). However, the final prediction
arising from the equilibrium theory – constancy as a result of
turnover – is truly characteristic of the equilibrium theory (see
Section 21.5.4).

21.5.2 Habitat diversity alone – or a separate effect 
of area?

The most fundamental question in
island biogeography, then, is whether
there is an ‘island effect’ as such, or
whether islands simply support few

species because they are small areas containing few habitats.
Does richness increase with area at a rate greater than could be
accounted for by increases in habitat diversity alone? Some 
studies have attempted to partition species–area variation on
islands into that which can be entirely accounted for in terms of
habitat diversity, and that which remains and must be accounted
for by island area in its own right. For beetles on the Canary 
Islands, the relationship between species richness and habitat
diversity (as measured by plant species richness) is much stronger

than that with island area, and this is particularly marked for the
herbivorous beetles, presumably because of their particular food
plant requirements (Figure 21.12a).

On the other hand, in a study of 
a variety of animal groups living on 
the Lesser Antilles island in the West
Indies, the variation in species richness
from island to island was partitioned, 
statistically, into that attributable to island area alone, that attrib-
utable to habitat diversity alone, that attributable to correlated
variation between area and habitat diversity (and hence not
attributable to either alone), and that attributable to neither. 
For reptiles and amphibians (Figure 21.12b), like the beetles 
of the Canary Islands, habitat diversity was far more important
than island area. But for bats, the reverse was the case, and for
birds and butterflies, both area itself and habitat diversity had 
important parts to play.

An experiment was carried out to 
try to separate the effects of habitat
diversity and area on some small 
mangrove islands in the Bay of Florida
(Simberloff, 1976). These islands consist of pure stands of the 
mangrove species Rhizophora mangle, which support communities
of insects, spiders, scorpions and isopods. After a preliminary 
faunal survey, some islands were reduced in size – by means of
a power saw. Habitat diversity was not affected, but arthropod
species richness on three islands none the less diminished over 
a period of 2 years (Figure 21.13). A control island, the size of
which was unchanged, showed a slight increase in richness over
the same period, presumably as a result of random events.

Another way of trying to distinguish
a separate effect of island area is to
compare species–area graphs for islands
with those for arbitrarily defined areas
of mainland. The species–area relation-
ships for mainland areas should be due
almost entirely to habitat diversity (together with any ‘sampling’
effect involving increased probabilities of detecting rare species
in larger areas). All species will be well able to ‘disperse’ between
mainland areas, and the continual flow of individuals across the
arbitrary boundaries will therefore mask local extinctions (i.e. 
what would be an extinction on an island is soon reversed by 
the exchange of individuals between local areas). An arbitrarily
defined area of mainland should thus contain more species than
an otherwise equivalent island, and this is usually interpreted as
meaning that the slopes of the species–area graphs for islands 
should be steeper than those for mainland areas (since the effect
of island isolation should be most marked on small islands, where
extinctions are most likely). The difference between the two types
of graph would then be attributable to the island effect in its own
right. Table 21.1 shows that despite considerable variation, the
island graphs do typically have steeper slopes.

••••
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Note that a reduced number of species per unit area on
islands should also lead to a lower value for the intercept on 
the S-axis of the species–area graph. Figure 21.14a illustrates
both an increased slope and a reduced value for the intercept 
for the species–area graph for ant species on isolated Pacific
islands, compared with the graph for progressively smaller 
areas of the very large island of New Guinea. Figure 21.14b gives
a similar relationship for reptiles on islands off the coast of 
South Australia.
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Overall, therefore, studies like this
suggest a separate area effect (larger
islands are larger targets for coloniza-
tion; populations on larger islands
have a lower risk of extinction) beyond

a simple correlation between area and habitat diversity. Lofgren
and Jerling (2002) were able to quantify plant extinction rates and
immigration rates on islands of different sizes in the Stockholm
Archipelago (see Figure 21.10a) by comparing species lists in
their survey (1996–99) with those reported by J. W. Hamner from
the period 1884–1908. In the intervening time, 93 new species
appeared while 20 species disappeared from the islands. Many 
of the newcomers were trees, bushes and shade-tolerant shrubs,
reflecting succession after the cessation of cattle grazing and hay-
making in the 1960s. Despite the confounding effect of succession,
and as predicted, extinction rate was negatively correlated and 
immigration rate positively correlated with island size.

Table 21.1 Values of the slope z, of species–area curves 
(log S = log C + z log A, where S is species richness, A is area and 
C is a constant giving the number of species when A has a value 
of 1), for arbitrary areas of mainland, oceanic islands and habitat
islands. (After Preston, 1962; May, 1975b; Gorman, 1979; Browne,
1981; Matter et al., 2002; Barrett et al., 2003; Storch et al., 2003.)

Taxonomic group Location z

Arbitrary areas of mainland
Birds Central Europe 0.09
Flowering plants England 0.10
Birds Neoarctic 0.12
Savanna vegetation Brazil 0.14
Land plants Britain 0.16
Birds Neotropics 0.16

Oceanic islands
Birds New Zealand islands 0.18
Lizards Californian islands 0.20
Birds West Indies 0.24
Birds East Indies 0.28
Birds East Central Pacific 0.30
Ants Melanesia 0.30
Land plants Galápagos 0.31
Beetles West Indies 0.34
Mammals Scandinavian islands 0.35

Habitat islands
Zooplankton (lakes) New York State 0.17
Snails (lakes) New York State 0.23
Fish (lakes) New York State 0.24
Birds (Paramo vegetation) Andes 0.29
Mammals (mountains) Great Basin, USA 0.43
Terrestrial invertebrates (caves) West Virginia 0.72
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Figure 21.14 (a) The species–area graph for ponerine ants on
various Moluccan and Melanesian islands compared with a graph
for different-sized sample areas on the very large island of New
Guinea. (After Wilson, 1961.) (b) The species–area graph for
reptiles on islands off the coast of South Australia compared with
the mainland species–area relationship. In this case, the islands
were formed within the last 10,000 years as a result of rising sea
level. (After Richman et al., 1988.)
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21.5.3 Remoteness

It follows from the above argument that the island effect and the
species impoverishment of an island should be greater for more
remote islands. (Indeed, the comparison of islands with mainland
areas is only an extreme example of a comparison of islands vary-
ing in remoteness, since local mainland areas can be thought of
as having minimal remoteness.) Remoteness, however, can mean
two things. First, it can simply refer to the degree of physical 
isolation. Alternatively, a single island can also itself vary in
remoteness, depending on the type of organism being considered:
the same island may be remote from the point of view of land
mammals but not from the point of view of birds.

The effects of remoteness can be
demonstrated either by plotting species
richness against remoteness itself, or
by comparing the species–area graphs
of groups of islands (or for groups of

organisms) that differ in their remoteness (or powers of colon-
ization). In either case, there can be considerable difficulty in 
extricating the effects of remoteness from all the other charac-
teristics by which two islands may differ. Nevertheless, the direct
effect of remoteness can be seen in Figure 21.15 for nonmarine,
lowland birds on tropical islands in the southwest Pacific. With
increasing distance from the large source island of New Guinea,
there is a decline in the number of species, expressed as a per-
centage of the number present on an island of similar area but

••

close to New Guinea. Species richness decreases exponentially 
with distance, approximately halving every 2600 km. The species–
area graph in Figure 21.16a also shows that remote islands of a
given size possess fewer species than their counterparts close to
a land mass. In addition, Figure 21.16b contrasts the species–area
graphs of two classes of organisms in two regions: the relatively
remote Azores (in the Atlantic, far to the west of Portugal) and the
Channel Islands (close to the north coast of France). Whereas the
Azores are indeed far more remote than the Channel Islands 
from the point of view of the birds, the two island groups are
apparently equally remote for ferns, which are particularly good
dispersers because of their light, wind-blown spores. Thus, on the
basis of all these examples, the species impoverishment caused
by the island effect does indeed appear to increase as the degree
of isolation of the island increases. Note, also, that a multiple regres-
sion analysis of Lofgren and Jerling’s 1999 Stockholm Archipelago
database (see Figure 21.10a) demonstrated the overriding effect of
island area on plant species richness (73% of variation explained),
but distance to the nearest island also contributed significantly,
explaining a further 17% of variation.

A more transient but none the less important reason for the
species impoverishment of islands, especially remote islands, is 
the fact that many lack species that they could potentially 
support, simply because there has been insufficient time for the
species to colonize. An example is the island of Surtsey, which
emerged in 1963 as a result of a volcanic eruption (Fridriksson,
1975). The new island, 40 km southwest of Iceland, was reached
by bacteria and fungi, some seabirds, a fly and the seeds of 
several beach plants within 6 months of the start of the eruption.
Its first established vascular plant was recorded in 1965, and the
first moss colony in 1967. By 1973, 13 species of vascular plant and
more than 66 mosses had become established (Figure 21.17).
Colonization is continuing still. The general importance of this
example is that the communities of many islands can be under-
stood neither in terms of simple habitat suitability nor as a 
characteristic equilibrium richness. Rather, they stress that many
island communities have not reached equilibrium and are certainly
not fully ‘saturated’ with species.

21.5.4 Which species? Turnover

MacArthur and Wilson’s equilibrium
theory predicts not only a characteristic
species richness for an island, but also a turnover of species in which
new species continually colonize whilst others become extinct.
This implies a significant degree of chance regarding precisely 
which species are present at any one time. However, studies of
turnover itself are rare, because communities have to be followed
over a period of time (usually difficult and costly). Good studies
of turnover are rarer still, because it is necessary to count every
species on every occasion so as to avoid ‘pseudo-immigrations’
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Figure 21.15 The number of resident, nonmarine, lowland 
bird species on islands more than 500 km from the larger source
island of New Guinea expressed as a proportion of the number of
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and ‘pseudo-extinctions’. Indeed, any results are bound to be 
underestimates of actual turnover, because an observer cannot
be everywhere all the time.

One revealing study involved 
censuses from 1949 to 1975 of the
breeding birds in a small oak wood
(Eastern Wood) in southern England. 
In all, 44 species bred in the wood 

over this period, and 16 of them bred every year. The number
breeding in any one year varied between 27 and 36, with an 
average of 32 species. The immigration and extinction ‘curves’
are shown in Figure 21.18. Their most obvious feature is the 
scattering of points as compared with the assumed simplicity of
the MacArthur–Wilson model. Nevertheless, whilst the positive
correlation in the extinction graph is statistically insignificant, the
negative correlation in the immigration graph is highly signific-
ant; and the two lines do seem to cross at roughly 32 species, with
three new immigrants and three extinctions each year. There is
clearly a considerable turnover of species, and consequently con-
siderable year-to-year variation in the bird community of Eastern
Wood despite its approximately constant species richness.

In contrast, a long-term study 
(surveys in 1954, 1976 and annually
from 1984 to 1990) of the 15-strong bird
community on tropical Guana Island,
revealed no such turnover – no new species established and only
one went extinct, as a result of habitat destruction (Mayer &
Chipley, 1992). The position of Guana Island within an archi-
pelago of numerous small islands may reduce the likelihood of
local extinctions if there is continuous dispersal from island to 
island. On the other hand, it is conceivable that tropical birds 
really do have lower turnover rates – because they are more often
sedentary, have lower adult mortality and are more often resident,
as opposed to migratory (Mayer & Chipley, 1992).

Experimental evidence of turnover and indeterminacy is 
provided by the work of Simberloff and Wilson (1969), who
exterminated the invertebrate fauna on a series of small mangrove
islands in the Florida Keys and monitored recolonization. Within
about 200 days, species richness had stabilized around the level

••
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prior to defaunation, but with many differences in species com-
position. Since then, the rate of turnover of species on the islands
has been estimated as 1.5 extinctions and colonizations per year
(Simberloff, 1976).

Thus, the idea that there is a turnover of species leading to 
a characteristic equilibrium richness on islands, but an indeter-
minacy regarding particular species, appears to be correct – at 
least approximately.

21.5.5 Which species? Disharmony

It has long been recognized – for ex-
ample by Hooker in 1866 – that one of
the main characteristics of island biotas
is ‘disharmony’, that is, the relative pro-
portions of different taxa are not the

same on islands as they are on the mainland. We have already seen
from the species–area relationships in Figure 21.16 that groups of
organisms with good powers of dispersal (like ferns and, to a lesser
extent, birds) are more likely to colonize remote islands than are

groups with relatively poor powers of
dispersal (most mammals).

However, variation in dispersal
ability is not the only factor leading to

disharmony. Species may vary in their risk of extinction. Thus,
species that naturally have low densities per unit area are bound
to have only small populations on islands, and a chance fluctua-
tion in a small population is quite likely to eliminate it altogether.
Vertebrate predators, which generally have relatively small 
populations, are notable for their absence on many islands. For
example, the birds on the Atlantic island of Tristan da Cunha 
have no bird, mammal or reptile predators apart from those 
released by humans. Specialist predators are also liable to be 
absent from islands because their immigration can only lead to
colonization if their prey have arrived first. Similar arguments 
apply to parasites, mutualists and so on. In other words, for many
species an island is only suitable if some other species is present,
and disharmony arises because some types of organism are 
more ‘dependent’ than others.

The development by Diamond
(1975) of incidence functions and assembly
rules for the birds of the Bismark
Archipelago is probably the fullest attempt to understand island
communities by combining ideas on dispersal and extinction dif-
ferentials with those on sequences of arrival and habitat suitability.
Constructing such incidence functions (Figure 21.19) allowed
Diamond to contrast ‘supertramp’ species (high rates of dispersal
but a poorly developed ability to persist in communities with many
other species), with ‘high S’ species (only able to persist on large
islands with many other species), and to contrast these in turn
with intermediate categories. Such work illustrates particularly
clearly that it takes far more than a count of the number of species
present to characterize the community of an island. Island com-
munities are not merely impoverished – the impoverishment affects
particular types of organism disproportionately.

21.5.6 Which species? Evolution

No aspect of ecology can be fully
understood without reference to evolu-
tionary processes taking place over
evolutionary timescales, and this is
particularly true for an understanding of
island communities. On isolated islands, the rate at which new
species evolve may be comparable with or even faster than the
rate at which they arrive as new colonists. Clearly, the com-
munities of many islands will be incompletely understood by 
reference only to ecological processes.

One widespread illustration of this
is the very common occurrence, espe-
cially on ‘oceanic’ islands, of endemic
species (i.e. species that are found
nowhere else). Almost all the species of
Drosophila on Hawaii, for example (see Section 1.4.1), are endemics
(apart from cosmopolitan urban ‘pests’) as are most of the species
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Figure 21.18 Immigration and extinction of breeding birds at
Eastern Wood, UK. The line in the extinction diagram is at 45°.
The line in the immigration diagram is the calculated regression
line with a slope of −0.38. (After Beven, 1976; from Williamson,
1981.)
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of land birds on the island of Tristan da Cunha. A more com-
plete illustration of the balance between colonization and the 
evolution of endemics is provided by the animals and plants of
Norfolk Island (Figure 21.20). This small island (about 70 km2) is

approximately 700 km from New Caledonia and New Zealand,
but about 1200 km from Australia, and the ratio of Australian species
to New Zealand and New Caledonian species within a group can
therefore be used as a measure of that group’s dispersal ability.
As Figure 21.20 shows, the proportion of endemics on Norfolk
Island is highest in groups with poor dispersal ability and lowest
in groups with good dispersal ability.

In a similar vein, Lake Tanganyika,
one of the ancient and deep Great Rift
lakes of Africa, contains 214 species 
of cichlid fish, many of which show
exquisite specializations in the manner and location of their 
feeding. Of these 214 species, 80% are endemic. With an estimated
age of the lake of 9–12 million years, together with evidence that
the various endemic groups diverged some 3.5–5 million years
ago, it is likely that this uniquely diverse, endemic fish fauna evolved
within the lake from a single ancestral lineage (Meyer, 1993). By
contrast, Lake Rudolph, which has only been an isolated water
body for 5000 years, since its connection to the Nile system was
broken, contains only 37 species of cichlid of which only 16% are
endemic (Fryer & Iles, 1972).

21.6 Gradients of species richness

Sections 21.3–21.5 demonstrated how difficult explanations for 
variations in species richness are to formulate and test. It is 
easier to describe patterns, especially gradients, in species richness.
These are discussed next. Explanations for these, too, however,
are often very uncertain.
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Figure 21.19 Incidence functions for various species in the Bismarcks in which J, the proportion of islands occupied by a given 
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larger islands: �, hawk Henicopernis longicauda; �, rail Rallina tricolor; 8, heron Butorides striatus. (After Diamond, 1975.)
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(After Holloway, 1977.)
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21.6.1 Latitudinal gradients

One of the most widely recognized pat-
terns in species richness is the increase
that occurs from the poles to the tropics.

This can be seen in a wide variety of groups, including trees, 
marine invertebrates, mammals and lizards (Figure 21.21). The
pattern can be seen, moreover, in terrestrial, marine and fresh-
water habitats.

A number of explanations related
to our discussions in Section 21.3 and
21.4 have been put forward for the
general latitudinal trend in species rich-
ness, but not one of these is without

problems. In the first place, the richness of tropical communities
has been attributed to a greater intensity of predation and to more
specialized predators ( Janzen, 1970; Connell, 1971; Clark & Clark,
1984). More intense predation could reduce the importance of 
competition, permitting greater niche overlap and promoting
higher richness (see Figure 21.1c). However, even if predation is
more intense in the tropics, which is far from certain, it cannot
readily be forwarded as the root cause of tropical richness, since

this begs the question of what gives rise to the richness of the
predators themselves.

Second, increasing species richness
may be related to an increase in pro-
ductivity as one moves from the poles to the equator. The length
of the growing season increases from the poles to the tropics 
and, on average, there is certainly more heat and more light 
energy in more tropical regions. As discussed in Section 21.3.1,
this can be associated with greater species richness, although
increased productivity in at least some cases has been associated
with reduced richness.

Moreover, light and heat are not
the only determinants of plant pro-
ductivity. Tropical soils often have
lower concentrations of plant nutrients than temperate soils.
The species-rich tropics might therefore be seen, in this sense, as
reflecting their low productivity. In fact, tropical soils are poor 
in nutrients because most of the nutrients are locked up in the
large tropical biomass. A productivity argument might there-
fore have to run as follows. The light, temperature and water
regimes of the tropics lead to high biomass communities but 
not necessarily to diverse communities. This, though, leads to 
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nutrient-poor soils and perhaps a wide range of light regimes 
from the forest floor to the canopy far above. These in turn lead
to high plant species richness and thus to high animal species 
richness. There is certainly no simple ‘productivity explanation’
for the latitudinal trend in richness.

Some ecologists have invoked the 
climate of low latitudes as a reason for
their high species richness. Specifically,

equatorial regions are generally less seasonal than temperate
regions, and this may allow species to be more specialized (i.e.
have narrower niches, see Figure 21.1b). The greater evolutionary
‘age’ of the tropics has also been proposed as a reason for their
greater species richness (Flenley, 1993), and another line of argu-
ment suggests that the repeated fragmentation and coalescence
of tropical forest refugia promoted genetic differentiation and 
speciation, accounting for much of the high richness in tropical
regions (Connor, 1986). These ideas, too, are plausible but very
far from proven.

A final idea, the area hypothesis of
Terborgh (1973), is worth highlighting.
The area of the tropical zone is much

greater than that of the other latitudinal zones, and Rosenzweig
(2003) has claimed that more area means more species. Note 
that in such enormous geographic areas the focus is not on a 
balance between immigration and extinction (as it was for islands
in Section 21.5.1) but between speciation and extinction. Species
inhabiting more extensive regions (i.e. tropical species) can, in 
consequence, have larger geographic ranges. Rosenzweig (2003)
argues that species with larger ranges (and consequently larger
population sizes) are both less likely to go extinct (see Section 7.5)
and more likely to speciate (allopatrically, because of a greater
likelihood that their range will be bisected by a barrier). If it is
true that extinction rates are lower and speciation rates are higher
in regions of greater spatial extent, such regions should also have
higher equilibrium species richnesses. However, the evidence for
the underlying assumptions is scant.

Overall, therefore, the latitudinal gradient lacks an unambigu-
ous explanation. This is hardly surprising. The components of 
a possible explanation – trends with area, productivity, climatic
stability and so on – are themselves understood only in an
incomplete and rudimentary way, and the latitudinal gradient 
intertwines these components with one another, and with other,
often opposing forces: isolation, harshness and so on.

21.6.2 Gradients with altitude and depth

A decrease in species richness with 
altitude, analogous to that observed
with latitude, has frequently been
reported in terrestrial environments
(e.g. Figure 21.22a, b). On the other

hand, some have reported a monotonic increase with altitude 
(e.g. Figure 21.22c) while about half the studies of altitudinal species
richness have described hump-shaped patterns (e.g. Figure 21.22d)
(Rahbek, 1995).
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Figure 21.22 Relationships between species richness and 
altitude for: (a) breeding birds in the Nepalese Himalayas 
(after Hunter & Yonzon, 1992); (b) plants in the Sierra Manantlán,
Mexico (after Vázquez & Givnish, 1998); (c) ants in Lee Canyon 
in the Spring Mountains of Nevada, USA (after Sanders et al.,
2003); and (d) flowering plants in the Nepalese Himalayas 
(after Grytnes & Vetaas, 2002).
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At least some of the factors instru-
mental in the latitudinal trend in 
richness are also likely to be important 
as explanations for altitudinal trends

(although the problems in explaining the latitudinal trend apply
equally to altitude). Thus, high-altitude communities almost invari-
ably occupy smaller areas than those in lowlands at equivalent
latitudes, and they will usually be more isolated from similar com-
munities than in lowland sites. Therefore the effects of area and
isolation are likely to contribute to observed decreases in species
richness with altitude. In addition, declines in species richness 
have often been explained in terms of decreasing productivity 
associated with lower temperatures and shorter growing seasons
at higher altitude, or physiological stress associated with climatic
extremes near mountain tops. Indeed, the explanation for the 
converse, positive relationship between ant diversity and altitude
in Figure 21.22c, is that precipitation increased with altitude in
this case, resulting in higher productivity and less physiologically
extreme conditions at higher altitude.

The concept of ‘hard boundaries’
provides the basis for a hypothesis 
to explain hump-shaped relationships
(Colwell & Hurtt, 1994). This null
model approach assumes the random

placement of species between an upper hard boundary (moun-
tain top) and a lower hard boundary (valley bottom) and predicts
a symmetric humped relationship in the middle of the gradient
(which tapers most steeply as the boundaries are approached).
Grytnes and Vetaas (2002) modeled the altitudinal pattern in
Himalayan flowering plants and found that the actual distribution
(Figure 21.22d) fitted best to a model combining hard boundaries
with an underlying monotonic decline in richness with altitude.

In a revealing study of altitudinal transects in Norway, Grytnes
(2003) reported a variety of patterns in vascular plant richness.
The most northerly of the transects, at Lynghaugtinden, showed
a monotonic decline, conforming best to the hypothesis relating
declining area to increasing altitude (Figure 21.23a). Tronfjellet,
on the other hand, had a pattern broadly consistent with the 
hard boundary hypothesis, peaking in richness in the middle of
the altitudinal range and with steep declines near the boundaries
(Figure 21.23b). Enriching the picture even further, Gråheivarden,
the most southerly transect, revealed a pattern consistent with a
third, ‘mass effect’ hypothesis. This concerns the establishment
of species in sites where a self-maintaining population could not
exist, via a spilling over of taxa from an adjacent biotic zone. The
Gråheivarden transect supported the mass effect prediction of
increased species richness near the treeline, where forest and alpine
communities abut (Figure 21.23c).

In aquatic environments, the change
in species richness with depth shows
strong similarities to the terrestrial 
gradient with altitude. In larger lakes, the
cold, dark, oxygen-poor abyssal depths contain fewer species than
the shallow surface waters. Likewise, in marine habitats, plants are
confined to the photic zone (where they can photosynthesize), which
rarely extends below 30 m. In the open ocean, therefore, there is a
rapid decrease in richness with depth, reversed only by the variety
of often bizarre animals living on the ocean floor. Interestingly,
however, in coastal regions the effect of depth on the species 
richness of benthic (bottom-dwelling) animals produces a peak of 
richness at about 1000 m, possibly reflecting higher environmental
predictability there (Figure 21.24). At greater depths, beyond the
continental slope, species richness declines again, probably because
of the extreme paucity of food resources in abyssal regions.
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21.6.3 Gradients during community succession

We saw earlier (see, for example, 
Section 16.7.1) how, in community
successions, if they run their full
course, the number of species first

increases (because of colonization) but eventually decreases
(because of competition). This is most firmly established for
plants, but the few studies that have been carried out on animals
in successions indicate, at least, a parallel increase in species 

richness in the early stages of succession. Figure 21.25 illustrates
this for birds following shifting cultivation in a tropical rain-
forest in northeast India, and for insects associated with old-field
successions.

To a certain extent, the successional gradient is a necessary
consequence of the gradual colonization of an area by species 
from surrounding communities that are at later successional
stages; that is, later stages are more fully saturated with species
(see Figure 21.1d). However, this is a small part of the story, since
succession involves a process of replacement of species and not
just the mere addition of new ones.

Indeed, as with the other gradients
in species richness, there is something
of a cascade effect with succession: one
process that increases richness kick-starts a second, which feeds
into a third, and so on. The earliest species will be those that are
the best colonizers and the best competitors for open space. They
immediately provide resources (and introduce heterogeneity)
that were not previously present. For example, the earliest plants
generate resource-depletion zones in the soil that inevitably
increase the spatial heterogeneity of plant nutrients. The plants
themselves provide a new variety of microhabitats, and for the
animals that might feed on them they provide a much greater
range of food resources (see Figure 21.1a). The increase in 
herbivory and predation may then feed back to promote further
increases in species richness (predator-mediated coexistence: 
see Figure 21.1c), which provides further resources and more 
heterogeneity, and so on. In addition, temperature, humidity and
wind speed are much less variable (over time) within a forest than
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in an exposed early successional stage, and the enhanced constancy
of the environment may provide a stability of conditions and
resources that permits specialist species to build up populations
and persist (see Figure 21.1b). As with the other gradients, the
interaction of many factors makes it difficult to disentangle cause
from effect. But with the successional gradient of richness, the
tangled web of cause and effect appears to be of the essence.

21.6.4 Patterns in taxon richness in the fossil record

Finally, it is of interest to take the processes that are believed to
be instrumental in generating present-day gradients in richness
and apply them to trends occurring over much longer timespans.
The imperfection of the fossil record has always been the greatest
impediment to the paleontological study of evolution. Neverthe-
less, some general patterns have emerged, and our knowledge of
six important groups of organisms is summarized in Figure 21.26.

Until about 600 million years ago, 
the world was populated virtually only 
by bacteria and algae, but then almost 
all the phyla of marine invertebrates
entered the fossil record within the
space of only a few million years (Figure 21.26a). Given that 
the introduction of a higher trophic level can increase richness 
at a lower level, it can be argued that the first single-celled 
herbivorous protist was probably instrumental in the Cambrian
explosion in species richness. The opening up of space by crop-
ping of the algal monoculture, coupled with the availability of
recently evolved eukaryotic cells, may have caused the biggest
burst of evolutionary diversification in earth’s history. Since that
time, taxonomic richness has increased steadily but erratically
(Figure 21.26a), with five so-called mass extinctions and many
smaller ones. Analysis of the pattern of ‘recovery’ peaks follow-
ing extinction peaks indicates that the average recovery time is
10 million years (Kirchner & Weil, 2000).
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The dramatic decline in the number
of families of shallow-water inverte-
brates as a result of the mass extinction
at the end of the Permian (Figure 21.26a)

could have been a result of the coalescence of the earth’s contin-
ents to produce the single supercontinent of Pangaea. The joining
of the continents produced a marked reduction in the area occupied
by shallow seas (which occur around the periphery of continents)
and thus a marked decline in the area of habitat available to 
shallow-water invertebrates. Moreover, at this time the world was
subject to a prolonged period of global cooling in which huge 
quantities of water were locked up in enlarged polar caps and
glaciers, causing a widespread reduction of warm shallow sea 
environments. Thus, a species–area relationship may be invoked
to account for the reduction in richness of this fauna. In a related
context, Rosenzweig (2003) reports a significant positive rela-
tionship when the number of fossil plant species of the northern 
hemisphere from various periods in the earth’s history is plotted
against the total area of the land mass during the period in question
(11 periods with nonoverlapping lists of fossil species).

The analysis of fossil remains of vas-
cular land plants (Figure 21.26b) reveals
four distinct evolutionary phases: (i) a
Silurian–mid-Devonian proliferation of
early vascular plants; (ii) a subsequent
Late Devonian–Carboniferous radiation

of fern-like lineages; (iii) the appearance of seed plants in the late
Devonian and the adaptive radiation to a gymnosperm-dominated
flora; and (iv) the appearance and rise of the flowering plants
(angiosperms) in the Cretaceous and Tertiary. It seems that after
an initial invasion of the land, made possible by the appearance
of roots, the diversification of each plant group coincided with 
a decline in species numbers of the previously dominant group.
In two of the transitions (early plants to gymnosperms, and 
gymnosperms to angiosperms), this pattern may reflect the com-
petitive displacement of older, less specialized taxa by newer and
presumably more specialized taxa.

The first undoubtedly phytophag-
ous insects are known from the Car-
boniferous. Thereafter, modern orders
appeared steadily (Figure 21.26c) with
the Lepidoptera (butterflies and moths)

arriving last on the scene, at the same time as the rise of the
angiosperms. Reciprocal evolution and counterevolution between
plants and herbivorous insects has almost certainly been, and still is,
an important mechanism driving the increase in richness observed
in both land plants and insects through their evolution.

Toward the end of the last ice age,
the continents were much richer in large
animals than they are today. For example,
Australia was home to many genera of
giant marsupials; North America had its

mammoths, giant ground sloths, and more than 70 other genera
of large mammals; and New Zealand and Madagascar were home
to giant flightless birds, the moas (Dinorthidae) and elephant bird
(Aepyornis), respectively. Over the past 50,000 years or so, a major
loss of this biotic diversity has occurred over much of the globe.
The extinctions particularly affected large terrestrial animals
(Figure 21.27a); they were more pronounced in some parts of the
world than others; and they occurred at different times in differ-
ent places (Figure 21.27b). The extinctions broadly mirror patterns
of human migration. Thus, the arrival in Australia of ancestral
aborigines occurred 40,000 or more years ago; stone spear points
became abundant throughout the United States about 11,500 years
ago; and humans have been in both Madagascar and New Zealand
for about 1000 years. It seems likely, therefore, that the arrival of
efficient human hunters led to the rapid overexploitation of vulner-
able and profitable large prey. Africa, where humans originated,
shows much less evidence of loss, perhaps because coevolution
of large animals alongside early humans provided ample time for
them to develop effective defenses (Owen-Smith, 1987).

The Pleistocene extinctions herald the modern age, in which
the influence upon natural communities of human activities has
been increasing dramatically (see Chapters 7, 15 and 22).

21.7 Species richness and ecosystem functioning

In this penultimate chapter section,
rather than seeking to discern and
explain patterns in species richness 
we switch focus to address the conse-
quences of variations in species richness
for ecosystem functioning. Specifically, we deal with productiv-
ity, decomposition and the flux of nutrients and water (discussed
more fully in Chapters 11, 17 and 18). Understanding the role of
biodiversity in ecosystem processes is important both for funda-
mental and practical reasons, because it has implications for how
humans respond to biodiversity loss. We have already discussed
the effects of richness on the stability of ecosystem functioning
(see Section 20.3.6). Here we present examples of studies from
various ecosystem types that reveal relationships between species
richness and the ecosystem processes themselves, before proceeding
to consider several hypotheses to account for such relationships.

21.7.1 Positive relationships between species richness
and ecosystem functioning

As part of an international research
effort, standard protocols were used at
eight European field sites to investig-
ate the effect of reduction in grassland
species richness on primary productivity
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(measured as accumulation of above-ground biomass) by syn-
thesizing grassland communities with different numbers of species
of grasses, nitrogen-fixing legumes and other herbaceous species
(herbs). While the detailed results differed among sites, there was
an overall log-linear reduction of average productivity with loss
of species (Figure 21.28a). For a given species richness, there was
also a decline in productivity with a reduction in the number of
functional groups (grasses, legumes, herbs) (Figure 21.28b).

Jonsson and Malmqvist (2000) 
studied the effect on decomposition of
species richness of the larvae of three
stonefly species that feed on tree leaves

falling into streams. Every replicate had 12 stonefly larvae present
– 12 of one species, six of each of two species, or four of each of
three species (with 10 replicates of all possible combinations). 
The rate of loss of leaf mass during a 46-day mesocosm experi-
ment was positively related to species richness (Figure 21.28c).

The microbial decomposition of
soil organic matter releases ammo-
nium ions (nitrogen mineralization).

Seven years after commencing a replicated manipulation of
grassland species richness in Minnesota, USA, Zak et al. (2003) 
found that mineralization rates in soil samples were positively
related to plant species richness (Figure 21.28d). Nutrient flux 
was also found to be related to species richness of submersed 
macrophytes in mesocosms simulating wetland communities – 
the uptake of phosphorus by algae growing on the surface of the
macrophytes was greater (and total phosphorus loss from the 
mesocosms was reduced) when more macrophytes were present
(Figure 21.28e).

21.7.2 Contrasting explanations for richness–ecosystem
process relationships

In an intense and sometimes acrimoni-
ous debate (Kaiser, 2000; Loreau et al.,
2001), three principal hypotheses have
been advanced to account for positive
relationships between species richness and ecosystem functioning.
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On one hand, if species show niche
differentiation (see Chapter 8) they may

use resources in complementary ways, utilizing a greater propor-
tion of available resources (see Figure 21.1d) and contributing 
to a higher level of ecosystem productivity (or decomposition 
or nutrient cycling). This is the complementarity hypothesis.

A second idea, the facilitation hypo-
thesis, recognizes that some species may
have positive effects on the ecosystem
role played by other species. For exam-
ple, some submersed wetland macro-
phytes facilitate colonization by algae
more than others do (Figure 21.28d)
(Engelhardt & Ritchie, 2002).

Both the complementarity and
facilitation hypotheses predict ‘over-

yielding’, where productivity or decomposition rates in multi-
species communities are faster than in communities with fewer
species. As long as either of these hypotheses applies, a case can
be made for the need for management to conserve biodiversity
to maintain ecosystem functioning.

On the other hand, it may be that
positive relationships between richness
and functioning are artefacts of the
species that happen to be assembled
together in experiments. The so-called sampling effect hypothesis
suggests that the more species are present in an assemblage, 
the more likely it is to contain, by chance, a highly competitive
or productive species. Thus, species-rich communities may on 
average be more productive because they are more likely to 
contain an especially productive species. In this case, overyield-
ing will not be seen (a monoculture of the productive species will
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Figure 21.28 (a) Primary productivity (measured as above-ground biomass accumulation after 2 years) versus species richness in a 
large number of simulated grassland assemblages across Europe (regression lines are shown for each country). (After Hector et al., 
1999.) (b) Primary productivity versus functional group richness in the European grasslands combined. (After Hector et al., 1999.) 
(c) Decomposition rate (loss of leaf mass) versus number of stream-dwelling shredding stonefly species present. (After Jonsson &
Malmqvist, 2000.) (d) Gross nitrogen mineralization (per gram of soil) versus plant species richness in a 7-year grassland manipulation.
(After Zak et al., 2003.) (e) Rate of loss of phosphorus from mesocosms containing one, two or three submersed macrophyte species,
simulating wetland communities. (After Engelhardt & Ritchie, 2002.)
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be no less productive than a multispecies community containing
it) and there will be no case for conserving biodiversity per se to
maintain ecosystem functioning.

The multinational study of Hector
et al. (1999) produced results con-
sistent with the complementarity hypo-
thesis because grassland productivity
was greater when more functional plant

types were present, something that is likely to be a reflection of
niche differentiation. However, the work was criticized because
of a failure to test properly for overyielding and because at 
least some of the observed patterns could be due to a sampling
effect of whether the nitrogen-fixing legume Trifolium pratense 
happened to be in the mix (Kaiser, 2000). In a much smaller scale
greenhouse experiment, Mikola et al. (2002) used two different
experimental designs. In the first, like Hector et al. (2002), they
selected plant species at random from a pool to produce a range
of richnesses (richness design). In the second, richness levels
included deliberately replicated monocultures, bicultures, tri-
cultures and six-species mixes (richness and composition design). 
In both cases, there was a positive relationship between richness
and productivity (total shoot mass); but whereas in the rich-
ness design 34% of total variation in productivity was explained 
by species richness, in the richness and composition design, this
only explained 16% of variation. Mikola et al. (2002) found no 
evidence of overyielding and, moreover, noted from the second
experimental design that productivity was greatly affected by 
the presence of one species, Trifolium hybridum, another nitrogen-
fixing legume. Both observations are consistent with the sampling
effect hypothesis.

However, in another field-scale
experiment, designed so that the most
productive monocultures could be
compared with multispecies plots that

included the most productive species, Tilman et al. (2001) gathered
evidence of overyielding, finding that many high-richness plots had
greater productivity that the single best-performing monoculture.
Moreover, there was clearly ‘overyielding’ of decomposition when
more stonefly species were present in Jonsson and Malmqvist’s
(2000) stream experiment (see Figure 21.28c).

It is clear that the results of a range of experimental manip-
ulations of species richness differ in the extent to which the three
hypotheses apply, and it should be noted that these are by no 
means mutually exclusive. As further studies accumulate, gener-
alizations can be expected to emerge. For example, it may be that
complementarity will be most prominent in situations where 
niche differentiation is most marked.

In the studies discussed above, the
emphasis has been on manipulating the
richness of a single trophic level (plants
or detritivores). In contrast, Downing
and Leibold (2002) investigated the

effect on ecosystem processes of changes in species richness across
trophic levels (one, three or five species in each of three groups
– macrophytes, benthic grazers and invertebrate predators – in
field mesocosms mimicking ponds). They aimed to disentangle the
effects of species richness from species composition (the sampling
effect) by nesting and replicating seven particular combinations of
species within each richness level. Ecosystem productivity (mainly
by periphyton, phytoplankton and microorganisms) was signific-
antly greater at the highest richness level than at the two lower
ones; ecosystem respiration showed a similar but nonsignificant
pattern; while decomposition (weight loss of tree leaves) was not
related to richness. The effect of species composition on the eco-
system processes was at least as statistically significant as that of
species richness (Figure 21.29) (Downing & Leibold, 2002).

Taken overall, the consequences of
the on-going loss of biodiversity can be
expected to be complex and difficult to
predict unless compositional changes are
also accounted for, and this will be
particularly so in the context of whole food webs. Paradoxically,
however, while biodiversity is generally declining globally, local
biodiversity is commonly increasing because of the arrival of
invaders (Sax & Gaines, 2003). Thus, a more meaningful objec-
tive will in many cases be to determine the consequences for eco-
system processes of increased local biodiversity.

21.8 Appraisal of patterns in species richness

There are many generalizations that can
be made about the species richness of
communities. We have seen how rich-
ness may peak at intermediate levels of
available environmental energy or of disturbance frequency, and
how richness declines with a reduction in island area or an increase
in island remoteness. We find also that species richness decreases
with increasing latitude, and declines or shows a hump-backed
relationship with altitude or depth in the ocean. It increases 
with a rise in spatial heterogeneity but may decrease with an
increase in temporal heterogeneity (increased climatic variation).
It increases, at least initially, during the course of succession and
with the passage of evolutionary time. However, for many of these
generalizations important exceptions can be found, and for most
of them the current explanations are not entirely adequate.

The results of descriptive surveys
of species richness may, at first glance,
seem at odds with the outcomes of
experimental manipulations. Many
experiments, for example, have shown
that increasing the number of species
leads to more productivity (see Sec-
tion 21.7). On the other hand, we saw in Section 21.3.1 that 
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more productive environments may contain more or fewer
species than unproductive environments. It is important to
understand that relationships such as these are bidirectional;
changes in biodiversity can be both a cause and a consequence
of changes in productivity (Worm & Duffy, 2003), further com-
plicating the picture.

Unraveling richness patterns is one
of the most difficult and challenging
areas of modern ecology. No single
mechanism is likely to adequately
explain a particular pattern, and pat-
terns at local scales are likely to be

influenced by processes operating at both local and regional scales.
Clear, unambiguous predictions and tests of ideas are often very

difficult to devise and will require great ingenuity of future 
generations of ecologists. Because of the increasing importance
of recognizing and conserving the world’s biodiversity, though,
it is crucial that we come to understand thoroughly these patterns
in species richness. We assess the adverse effects of human activ-
ities, and how they may be remedied, in Chapter 22.

Summary

Why do some communities contain more species than others? 
Are there patterns or gradients of species richness? If so, what are
the reasons for these patterns? There are plausible answers to the
questions we ask, but these answers are by no means conclusive.
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Figure 21.29 The response of 
(a) ecosystem productivity, (b) ecosystem
respiration and (c) decomposition to
species composition nested in species
richness. Cases 1–7 are unique species
combinations at low richness (one species
each of macrophyte, benthic grazer 
and invertebrate predator), 8–14 at
intermediate richness (three species of 
each group) and 15–21 at high richness
(five species of each group). Average
productivity was significantly higher in the
high richness case (the dotted lines show
the overall means for richness classes) but
there were no significant richness effects 
on respiration or decomposition. The
variability within richness classes reveals
the strong effect of species composition 
on all the ecosystem processes. 
(After Downing & Leibold, 2002.)
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In simple terms, the number of species that can be packed into
a community is determined by the size of the realized niches 
and the extent to which they overlap, in relation to the range of
available resources. Competition and predation can modify the
outcome in predictable ways. In addition, a community will con-
tain more species the more fully saturated it is; a phenomenon
that can be addressed by plotting the relationship between local
diversity and regional diversity (the number of species that could
theoretically colonize).

We describe the influence on species richness of a range 
of spatially varying factors (productivity, spatial heterogeneity, 
environmental harshness) and temporally varying factors 
(climatic variation, environmental age, habitat area) and describe
patterns of richness that increase, decrease or show hump-backed
relationships with these factors. Interactions among factors 
(e.g. productivity with grazing or disturbance) are frequently

involved in determining patterns. We pay particular attention 
to island biogeography theory and the interaction between
immigration and extinction rates in determining species richness
– in relation to island area and remoteness.

Next we turn to gradients in species richness, drawing on 
examples relating to latitude, altitude, depth, succession and 
evolutionary history. Explanations for these patterns invoke all
the factors discussed earlier.

In the final section, rather than seeking to discern and 
explain patterns in species richness we switch focus to address 
the consequences of variations in species richness for ecosystem
functioning, discussing productivity, decomposition and the flux
of nutrients in turn. Understanding the role of biodiversity in eco-
system processes is important for practical reasons, because it 
has implications for how humans should respond to biodiversity
loss.

••
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22.1 Introduction

This is the last of the trilogy of chapters dealing with the applica-
tion of ecological theory. In the first, Chapter 7, we considered
how our understanding at the level of individual organisms 
and of single populations – related to niche theory, life history
theory, dispersal behavior and intraspecific competition – can 
provide solutions to a multitude of practical problems. The 
second, Chapter 15, used the theory of the dynamics of interact-
ing populations to guide the control of pests and the sustainable
harvesting of wild populations. This final synthesis recognizes 
that individuals and populations exist in a web of species inter-
actions embedded in a network of energy and nutrient flows. 
Thus, we deal with the application of theory related to succes-
sion (Chapter 16), food webs and ecosystem functioning
(Chapters 17–20) and biodiversity (Chapter 21).

Community composition is hardly
ever static and, as we saw in Chapter 16,
some temporal patterns are quite pre-
dictable. Management objectives, on the
other hand, often seem to require stasis

– the annual production of an agricultural crop, the restoration
of a particular combination of species or the long-term survival
of an endangered species. Management will sometimes be 
ineffective in these situations if managers fail to take into account
underlying successional processes (see Section 22.2).

We turn to the application of theory about food webs and
ecosystem functioning in Section 22.3. Every species of concern

to managers has its complement of competitors, mutualists,
predators and parasites, and an appreciation of such complex 
interactions is often needed to guide management action (see
Section 22.3.1). Farmers seek to maximize economic returns 
by manipulating ecosystems with irrigation and by applying 
fertilizers. But nutrient runoff from farm land, together with
treated or untreated human sewage, can upset the functioning 
of aquatic ecosystems through the process of cultural eutro-
phication (nutrient enrichment), increasing productivity, chan-
ging abiotic conditions and altering species composition. Our 
understanding of lake ecosystem functioning has provided guide-
lines for ‘biomanipulation’ of lake food webs to reverse some 
of the adverse effects of human activities (see Section 22.3.2).
Moreover, knowledge of terrestrial ecosystem functioning can 
help determine optimal farm practices, where crop productivity
involves minimal input of nutrients (see Section 22.3.3). The 
setting of ecosystem restoration objectives (and the ability to 
monitor whether these are achieved) requires the development
of tools to measure ‘ecosystem health’, a topic we deal with in
Section 22.3.4.

So much of the planet’s surface is used for, or adversely
affected by, human habitation, industry, mining, food produc-
tion and harvesting, that one of our most pressing needs is to 
plan and set aside networks of reserved land. The augmentation
of existing reserves by further areas needs to be done in a sys-
tematic way to ensure that biodiversity objectives are achieved at
minimal cost (because resources are always limited). Section 22.4
describes how our knowledge of patterns of species richness (see
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Chapter 21) can be used to design networks of reserves, whether
specifically for conservation (see Section 22.4.1) or for multiple
uses, such as harvesting, tourism and conservation combined 
(see Section 22.4.2).

Finally, in Section 22.5 we deal with
a reality that applied ecologists cannot
ignore. The application of ecological
theory never proceeds in isolation.
First, there are inevitably economic
considerations – how can farmers 
maximize production while minimizing

costs and adverse ecological consequences; how can we set eco-
nomic values for biodiversity and ecosystem functioning so that
these can be evaluated alongside profits from forestry or mining;
how can returns be maximized from the limited funds available
for conservation? These issues are discussed in Section 22.5.1.
Second, there are almost always sociopolitical considerations
(see Section 22.5.2) – what methods can be used to reconcile the
desires of all interested parties, from farmers and harvesters to
tourism operators and conservationists; should the require-
ments for sustainable management be set in law or encouraged
by education; how can the needs and perspectives of indigenous 
people be taken into account? These issues come together in the
so-called triple bottom line of sustainability, with its ecological,
economic and sociopolitical perspectives (see Section 22.5.3).

22.2 Succession and management

22.2.1 Managing succession in agroecosystems

Gardeners and farmers alike devote
considerable effort to fighting succes-
sion by planting desired species and
weeding out unwanted competitors.
In an attempt to maintain the characteristics of an early succes-
sional stage – growing a highly productive annual grass – arable
farmers are forced to resist the natural succession to herbaceous
perennials (and beyond, to shrubs and trees; see Section 16.4.5).
Menalled et al. (2001) compared the impact of four agricultural
management systems on the weed communities that developed
in Michigan, USA, over a period of 6 years (consisting of two 
rotations from corn to soybean to wheat). Above-ground weed
biomass and species richness were lowest in the conventional 
system (high external chemical input of synthetic fertilizer and
herbicides, ploughed), intermediate in the no-till system (high 
external chemical input, no ploughing) and highest in the low-
input (low external chemical input, ploughed) and organic 
systems (no external chemical input, ploughed) (Figure 22.1). 
A widely varying mixture of monocot (grass) and dicot species
were represented in the conventional treatment and an equally
unpredictable set of annual grasses dominated the no-till treatment.
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Figure 22.1 (a) Weed biomass and 
(b) weed species richness in four
agricultural management treatments 
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treatment) over a period of 6 years
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Menalled et al., 2001.)
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On the other hand, the weed communities of the low-input 
and organic treatments were more constant: an annual dicot
(Chenopodium album) and two perennial weeds (Trifolium pratense
and Elytrigia repens) were the dominant species under these con-
ditions. Menalled et al. (2001) point out the potential advantages
of a management system that fosters a more predictable weed
community because control treatments can then be designed
specifically against the species concerned.

Other forms of agricultural 
‘gardening’ pose fewer problems in
the way they interrupt succession.
Benzoin is an aromatic resin, used to
make incense, flavoring and medicinal

products, which for hundreds of years has been tapped from 
the bark of tropical trees in the genus Styrax. Benzoin still pro-
vides a significant income to many villagers in Sumatra who 
plant benzoin gardens (S. paralleloneurum) after clearing the
understory in 0.5–3.0 ha areas of montane broadleaf forest. 
Two years later, farmers thin all the larger trees to allow light 
to reach the saplings (the thinnings are left in the garden) and 
annual tapping begins after 8 years. Yields typically decline after
30 years but resin may be harvested for up to 60 years before 
the garden is left to return to the forest. Garcia-Fernandez et al.
(2003) identified three categories of garden: G1 was the most 
plantation-like, with intensive thinning and high densities of 
S. paralleloneurum trees, and G3 was the most forest-like. Total
tree species richness was high in plots of primary (pristine) and
‘secondary’ forest (30–40 years after gardening had ceased) 
and also in the gardens, except for the most intensely managed 
situation where richness was significantly lower (but neverthe-
less with an average of 26 tree species) (Figure 22.2a). As predicted
by succession theory (see Section 16.4), climax species typical 
of mature forest were most common in primary forest and 
there was a more even mix of pioneer and mid-successional 
tree species in secondary forest and in the least intensively 
managed gardens (G3) (Figure 22.2.b). However, gardens with an
intermediate or high intensity of management were dominated
by mid-successional trees (mainly because benzoin trees are in 
this class). It is not unusual for indigenous people to be aware 
of a wide range of uses for forest plants. Figure 22.2c shows the 
representation in the garden and forest plots of trees in each of
four classes: no known use (12%), subsistence use (food, fiber 
or medicine; 42%), local market use (23%) and international
market use (23%). The international category dominated in
intensively managed gardens (i.e. benzoin and its products)
whereas trees in the subsistence and local market categories
were well represented in less intensively managed gardens and
in primary and secondary forest. Although benzoin manage-
ment requires competing vegetation to be trimmed, tree species
richness remains quite high even in the most intensively managed
gardens. This traditional form of forest gardening maintains a

diverse community whose structure allows rapid recovery to 
a forest community when tapping ceases. It represents a good 
balance between development and conservation.

Fire is an important resource man-
agement tool for Australian aboriginal
people such as the clan who own the
Dukaladjarranj area of northeastern
Arnhem Land (Figure 22.3a). Burning,
to provide green forage for game ani-
mals, is planned by custodians (aboriginal people with special
responsibilities for the land) and focuses initially on dry grasses
on higher ground, moving progressively to moister sites as these
dry out with the passage of the season. Each fire is typically of
low intensity and small in extent, producing a patchy mosaic of
burned and unburned areas and thus a diversity of habitats at 
different successional stages (see Section 16.7.1). Towards the end
of the dry season, when it is very hot and dry, burning ceases
except in controllable situations such as the reburning of previ-
ously burnt areas. In a collaboration between indigenous people
and professional ecologists, Yibarbuk et al. (2001) lit experimental
fires to assess their impact on the flora and fauna. They found
that burned sites attracted large kangaroos and other favored 
game and that important plant foods, such as yams, remained 
abundant (results that would have hardly been a surprise to the
indigenous collaborators) (Figure 22.3b). Fire-sensitive vegeta-
tion in decline elsewhere, such as Callitris intratropica woodlands
and sandstone heath dominated by myrtaceaous and proteacea-
ous shrubs, remained well represented in the study area. In 
addition, the Dukaladjarranj area compares favorably with the
Kakadu National Park, a conservation area with high vertebrate
and plant diversity. Thus, Dukaladjarranj contains several rare
species and a number of others that have declined in unmanaged
areas and, moreover, the representation of exotic plant and 
animal invaders was remarkably low. The traditional regime, with
its many small, low-intensity fires, contrasts dramatically with the
more typical contemporary pattern of intensive, uncontrolled fires
near the end of the dry season. These blaze across vast areas of
western and central Arnhem Land (sometimes covering more than
1 million ha) that are unoccupied and unmanaged, and regularly
find their way onto the western rim of the Arnhem Land plateau
and into Kakadu and Nitmiluk National Parks (Figure 22.3a). 
It seems that continued aboriginal occupation of the study area
and the maintenance of traditional fire management practices 
limits the accumulation of fuel (in fire-promoting grass species 
and in litter), reducing the likelihood of massive fires that can 
eliminate fire-sensitive vegetation types. A return to indigenous-
style burning seems to hold promise for the restoration and 
conservation of threatened species and communities in these
landscapes (Marsden-Smedley & Kirkpatrick, 2000) and provides
important clues for the management of fire-prone areas in other
parts of the world.
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Figure 22.2 (a) Tree species richness in
different tree size classes (Dbh is diameter
at breast height) in three categories of
benzoin garden (G1, most intensely
managed; G2, intermediate; G3, least
intensively managed) and in secondary
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forest (PF). (b) Percentage of individual
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statistically significant differences. 
(After Garcia-Fernandez et al., 2003.)
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22.2.2 Managing succession for restoration

The goal of restoration ecology is
often a relatively stable successional
stage (Prach et al., 2001) and ideally a
climax. Once an undesirable land use

ceases, managers need not intervene if they are prepared to 
wait for natural succession to run its course. Thus, abandoned
rice fields in mountainous central Korea proceed from an annual
grass stage (Alopecurus aequalis), through forbs (Aneilema keisak),
rushes ( Juncus effusus) and willows (Salix koriyanagi), to reach 
a species-rich and stable alder woodland community (Alnus
japonica) within 10–50 years (Figure 22.4) (Lee et al., 2002).
Succession cannot always be counted on to promote habitat
restoration, especially if natural sources of seeds are small and 
distant, but this was not the case here. In fact, the only active 
intervention worth considering is the dismantling of artificial
rice paddy levees to accelerate, by a few years, the early stages
of succession.

Meadow grasslands subject to agri-
cultural intensification, including the
application of artificial fertilizers and
herbicides and heavy grazing regimes,
have dramatically fewer plant species

than grasslands under historic ‘traditional’ management. The
restoration of biodiversity in these situations involves a sec-
ondary succession that typically takes more than 10 years; 
it can be achieved by returning to a traditional regime without

mineral fertilizer in which hay is cut in mid-July and cattle are
grazed in the fall (Smith et al., 2003). However, in contrast to the
mountain rice field case discussed above, meadow community
recovery in lowland England by natural colonization from seed
rain or the seed bank is a slow and unreliable process (Pywell 
et al., 2002). Fortunately, recovery can be speeded up by sowing
a species-rich mixture of seeds of desirable plants adapted to the
prevailing conditions. Thus, in a 4-year study comparing species
richness of grasses and forbs in plots that were unsown (natural
regeneration from cereal stubble) or sown with a species-rich seed
mixture (containing more than 25 species), the sown plots had
twice as many established species in years 1 and 2 than naturally
regenerating plots (means of 26.4 and 22.0 compared with 10.4
and 11.3, respectively). By year 4 there was little difference in species
richness (22.0 versus 18.7) but the sown treatment had a species
composition that included late successional grassland species and
was much closer to that found in local nonintensively farmed 
grasslands (Pywell et al., 2002).

Restoration objectives often include
recovery not just of plants but of the 
animal components of communities
too. Tidal salt marshes are much rarer
than they once were because of drainage and tidal interference
through the installation of tide gates, culverts and dykes. The
restoration of tidal action (by removing tide gates, etc.) and thus
of links between the marshes, estuaries and the larger coastal 
system along the Long Island Sound shoreline of Connecticut, USA,
led to the recovery of salt marsh vegetation, including Spartina
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alterniflora, S. patens and Distichlis spicata. Recovery was relatively
fast (increasing at a rate of 5% of total area per year) where tidal
flooding was frequent (i.e. at lower elevations and with higher
soil watertables) but was otherwise slow (about 0.5% of total area
per year). In the fast recovery sites, it took 10–20 years to achieve
50% coverage of specialist salt marsh plants. Characteristic salt
marsh animals followed a similar timetable. Thus, in five sites 
in marshes at Barn Island that have been recovering for known 
periods (and for which nearby reference marshes are available 
for comparison), the high marsh snail Melampus bidentatus only
achieved densities comparable to reference conditions after 20 years
(Figure 22.5a). The bird community also took 10–20 years to reach
a community composition similar to reference circumstances. 
Marsh generalists that forage and breed both in uplands and tidal
wetlands (such as song sparrows Melospiza melodia and red-winged
blackbirds Agelaius phoeniceus) dominated early in the restoration
sequence, to be replaced later by marsh specialists such as marsh
wrens Cistothorus palustris, snowy egrets Egretta thula and spotted
sandpipers Actitis macularia) (Figure 22.5b). Typical fish com-
munities in restoration salt marsh creeks recovered more quickly,
within 5 years. It seems that the restoration of a natural tidal 
regime sets marshes on trajectories towards restoration of full 

ecological functioning, although this generally takes one or more
decades. The process can probably be speeded up if managers 
plant salt marsh species.

22.2.3 Managing succession for conservation

Some endangered animal species are
associated with a particular stage of
succession and their conservation then
depends on an understanding of the
successional sequence; intervention
may be required to maintain their
habitat at an appropriate successional stage. An intriguing 
example is provided by a giant New Zealand insect, the weta
Deinacrida mahoenuiensis (Orthoptera; Anostostomatidae). This
species, which was believed extinct after being formerly
widespread in forest habitats, was discovered in the 1970s in 
an isolated patch of gorse (Ulex europaeus). Ironically, in New
Zealand gorse is an introduced weed that farmers spend much
time and effort attempting to control. Its dense, prickly sward 
provides a refuge for the giant weta against other introduced 
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pests, particularly rats but also hedgehogs, stoats and possums,
which readily captured wetas in their original forest home. 
New Zealand’s Department of Conservation purchased this
important patch of gorse from the landowner who insisted 
that cattle should be permitted to overwinter in the reserve.
Conservationists were unhappy about this but the cattle sub-

sequently proved to be part of the weta’s salvation. By opening
up paths through the gorse, the cattle provided entry for feral 
goats that browse the gorse, producing a dense hedge-like 
sward and preventing the gorse habitat from succeeding to a 
stage inappropriate to the wetas. This story involves a single 
endangered endemic insect together with a whole suite of intro-
duced pests (gorse, rats, goats, etc.) and introduced domestic 
animals (cattle). Before the arrival of people in New Zealand, 
the island’s only land mammals were bats, and New Zealand’s
endemic fauna has proved to be extraordinarily vulnerable to 
the mammals that arrived with people. However, by maintain-
ing gorse succession at an early stage, the grazing goats provide
a habitat in which the weta can escape the attentions of the rats
and other predators.

22.3 Food webs, ecosystem functioning 
and management

22.3.1 Management guided by food web theory

Studies that unravel the complex inter-
actions in food webs (dealt with in
Chapter 20) can provide key informa-
tion for managers on issues as diverse
as minimizing human disease risk, setting objectives for marine
protected areas or predicting invaders with the most potential to
disrupt ecosystem functioning.

22.3.1.1 Lyme disease

Lyme disease, which if untreated can
damage the heart and nervous system
and lead to a type of arthritis, each year affects tens of thousands
of people around the world. It is caused by a spirochete bacterium
(Borrelia burgdorferi) carried by ticks in the genus Ixodes. The ticks
take 2 years to pass through four developmental stages, involving
a succession of vertebrate hosts. Eggs are laid in the spring and
uninfected larvae take a single blood meal from a host (usually a
small mammal or bird) before dropping off and molting into the
overwintering nymphal stage. Infected hosts transmit the spiro-
chete to the larval ticks, which remain infective throughout their
lives (i.e. after they have molted into nymphs and subsequently
into adults). Next year the nymph seeks a host in the spring/
early summer for another single blood meal; this is the most 
risky stage for human infection because the nymphs are small and
difficult to detect and attach to hosts at a time of peak human
recreation in forests and parks. Between 1 and 40% of nymphs
carry the spirochete in Europe and the USA (Ostfeld & Keesing,
2000). The nymph drops off and molts into an adult that takes 
a final blood meal and reproduces on a third host, often a larger
mammal such as a deer.
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The most abundant small mammal host in the eastern USA,
and by far the most competent transmitter of the spirochete, is
the white-footed mouse (Peromyscus leucopus). Jones et al. (1998)
added acorns, a preferred food of the mice, to the floor of an oak
forest to simulate one of the occasional crop masting years that
occur, and found mice numbers increased the following year 
and that the prevalence of spirochete infection in nymphal black-
legged ticks (Ixodes scapularis) increased 2 years after acorn addi-
tion. It seems that despite the complexity of the food web of 
which the spirochetes are part, it may be possible to predict 
high-risk years for transmission to humans well in advance by 
monitoring the acorn crop. Of further interest to managers is 
evidence that outbreaks of pest moths, whose caterpillars can 
cause massive defoliation of forest, may be more likely to occur
1 year after very poor acorn crops, when mice, which also feed
on moth pupae, are rare ( Jones et al., 1998).

A final point about disease transmission is worth emphasiz-
ing. The potential mammal, bird and reptile hosts of ticks show
a great variation in the efficiency with which they are competent
to transmit the spirochete to the tick. Ostfeld and Keesing (2000)
hypothesized that a high species richness of potential hosts would
result in lower disease prevalence in humans if the high trans-
mission efficiency of the key species (such as white-footed mice)
is diluted by the presence of a multitude of less competent species.
(Note that what really matters is whether the total number of 
individuals of the more competent species is ‘swamped’ by a 
large number of individuals of the less competent ones; relative
abundance is important as well as species richness.) Ostfeld and
Keesing produced evidence in favor of their hypothesis in the 
form of a negative relationship between disease cases and small
mammal host richness in 10 regions of the USA. Unfortunately,
cases of Lyme disease were concentrated in more northerly states,
where species richness was lower, suggesting that both disease
and mammal richness follow a latitudinal pattern. Thus, whether
the link between the two is causal or incidental remains to be deter-
mined. This is an important question, however, because a negative
relationship between host diversity and disease transmission for
vector-borne diseases (including Chagas’ disease, plague and Congo
hemorrhagic fever) would provide one more reason for managers
to act to maintain biodiversity.

22.3.1.2 Management for an abalone fishery

Sometimes biodiversity can be too
high to achieve particular management
objectives! Commercial and recreational
fisheries for abalones (gastropods in the
family Haliotidae) are prone to collapse

through overfishing. Adult abalones do not move far and the pro-
tection of broodstock in reserved portions of their coastal marine
habitat has potential for promoting the export of planktonic 

larvae to enhance the harvested populations outside the reserves 
(see Section 15.4.2). However, the most common function of
marine-protected areas is the conservation of biodiversity, and the
question arises whether protected areas can serve both fisheries
management and biodiversity objectives. A keystone species in
coastal habitats along the Pacific coast of North America, includ-
ing those in California, is the sea otter (Enhydra lutris), hunted 
almost to extinction in the 18th and 19th centuries but increas-
ingly widespread as a result of protected status. Sea otters eat
abalones, and valuable fisheries for red abalone (Haliotus rufescens)
developed while sea otters were rare; now there is concern that
the fisheries will be unsustainable in the presence of sea otters.
Fanshawe et al. (2003) compared the population characteristics 
of abalone in sites along the Californian coast that varied in 
harvest intensity and sea otter presence: two sites lacked sea otters
and had been ‘no-take’ abalone zones for 20 years or more, three
sites lacked sea otters but permitted recreational fishing, and
four sites were ‘no-take’ zones that contained sea otters. The aim
was to determine whether marine-protected areas can help make
the abalone fishery sustainable when all links in the food web are
fully restored. Sea otters and recreational harvest influenced red
abalone populations in similar ways but the effects were very much
stronger where sea otters were present. Red abalone populations in
protected areas had substantially higher densities (15–20 abalone
per 20 m2) than in areas with sea otters (< 4 per 20 m2), while 
harvested areas generally had intermediate densities. In addition,
63–83% of individual abalones in protected areas were larger than
the legal harvesting limit of 178 mm, compared with 18–26% in
harvested areas and less than 1% in sea otter areas. Finally, in the
presence of sea otters the abalones were mainly restricted to crevices
where they are least vulnerable to predation. Multiple-use pro-
tected areas are not likely to be feasible where a desirable top 
predator feeds intensively on prey targeted by a fishery. Fanshawe
et al. (2003) recommend separate single-purpose categories of 
protected area, but this may not work in the long term either;
the maintenance of the status quo when sea otters are expanding
their range is likely eventually to require culling of the otters, 
something that may prove politically unacceptable.

22.3.1.3 Invasions by salmonid fish in streams and lakes

Just as sea otters alter the behavior of
their abalone prey, so the introduced
brown trout (Salmo trutta) in New
Zealand changes the behavior of 
herbivorous invertebrates (including
nymphs of the mayfly Deleatidium spp.) that graze algae on the beds
of invaded streams – daytime activity is significantly reduced in
the presence of trout (Townsend, 2003). Brown trout rely prin-
cipally on vision to capture prey, whereas the native fish they have
replaced (Galaxias spp.) rely on mechanical cues. The hours of
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darkness thus provide a refuge against trout predation analogous
to the crevices occupied by the abalone. That an exotic predator
such as trout has direct effects on Galaxias distribution or mayfly
behavior is not surprising, but the influence also cascades to the
plant trophic level. Three treatments were established in artificial
flow-through channels placed in a real stream – no fish, Galaxias
present or trout present, at naturally occurring densities. After 
12 days, algal biomass was highest where trout were present 
(Figure 22.6a), partly because of a reduction in grazer biomass
(Figure 22.6b) but also because of a reduction of grazing (only
feeding at night) by the grazers that remain. This trophic cascade
also changed the rate at which radiant energy was captured by the
algae (annual net primary production was six times greater in a
trout stream than in a neighboring Galaxias stream; Huryn, 1998)
and, this in turn, resulted in more efficient cycling of nitrogen,
the limiting nutrient in these streams (Simon et al., 2004). Thus,
important elements of ecosystem functioning, namely energy
flux (see Chapter 17) and nutrient flux (see Chapter 18), were altered
by the invading trout.

Other salmonids, including rain-
bow trout (Oncorhyncus mykiss), have
invaded many fishless lakes in North
America where a similar increase in
plant (phytoplankton) biomass has
been recorded. A fish-induced reduction
in benthic and planktonic grazers is
partly responsible, but Schindler et al.

(2001) argue that the main reason for increased primary produc-
tion is that trout feed on benthic and littoral invertebrates and
then, via their excretion, transfer phosphorus (the limiting nutri-
ent) into the open water habitat of the phytoplankton. In their

review of the impacts of these and other freshwater invaders on
community and ecosystem functioning, Simon and Townsend
(2003) conclude that biosecurity managers should pay particular
attention to invaders that have a novel method of resource
acquisition or a broad niche that links previously unlinked
ecosystem compartments.

22.3.1.4 Conflicting hypotheses about invasions

A widely cited hypothesis in invasion
biology related to population and food
web interactions (see Chapters 19 and
20) and species richness (see Chapter 21) is that species-rich 
communities are more resistant to invasion than species-poor 
communities. This is because resources are more fully utilized 
in the former and competitors and predators are more likely 
to be present that can exclude potential invaders (Elton, 1958).
On this basis, as invaders accumulate in an ecosystem, the rate
of further invasions should be reduced (Figure 22.7a). But the 
opposite has also been postulated – the ‘invasional meltdown’
hypothesis (Figure 22.7b) (Simberloff & Von Holle, 1999). This
argues that the rate of invasions will actually increase with time,
partly because the disruption of native species promotes further
invasions and partly because some invaders have facilitative
rather than negative effects on later arrivals. Ricciardi’s (2001) 
review of invasions of the Great Lakes of North America reveals
a pattern that conforms closely to the meltdown hypothesis
(Figure 22.7c). Among interactions between pairs of invaders, 
it is usually competition (−/−) and predation (+/−) that are
given prominence. Ricciardi’s review is unusual because it also
accounted for mutualisms (+/+), commensalisms (+/0) and
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amensalisms (−/0). There were 101 pairwise interactions in all,
three cases of mutualism, 14 of commensalism, four of amensal-
ism, 73 of predation (herbivory, carnivory and parasitism) and 
seven of competition. Thus, about 17% of reported cases
involved one invader facilitating the success of another, whether
directly or indirectly. An example of direct facilitation is the 
provision by invading dreissenid mussels of food in the form 
of fecal deposits and of increased habitat heterogeneity that 
favor further invaders such as the amphipod Echinogammarus
ischnus (Stewart et al., 1998). Indirect facilitation occurred in the
1950s and 1960s when the parasitic sea lamprey Petromyzon 
marinus suppressed native predatory salmonid fish to the bene-
fit of invading fish such as Alosa pseudoharengus (Ricciardi, 2001). 
In addition, one-third of the cases of predation in Ricciardi’s 
analysis could be said to involve ‘facilitation’ because a newcomer
benefitted from a previously established invader. We do not
know how widely the invasional meltdown hypothesis applies 
in different ecosystems, but the history of the Great Lakes sug-
gests that it would generally be unwarranted for managers to 
take no further action just because several invaders were already
established.

22.3.2 Managing eutrophication by manipulating lake
food webs

The excess input of nutrients (particu-
larly phosphorus; Schindler, 1977) from
sources such as sewage and agricul-
tural runoff has caused many ‘healthy’

oligotrophic lakes (low nutrients, low plant productivity with 
abundant macrophytes, and clear water) to switch to a eutrophic
condition. Here, high nutrient inputs lead to high phytoplankton
productivity (sometimes dominated by bloom-forming toxic
species), making the water turbid and, in the worst situations, 
leading to anoxia and fish kills (see Section 18.4.3). In some 
cases the obvious management response of reducing phosphorus
input (by sewage diversion, for example) may cause rapid and 
complete reversal. Lake Washington provides a success story 
in this reversible category (Edmondson, 1991), which includes
lakes that are deep, cold and rapidly flushing and lakes that 
have only been briefly subject to cultural eutrophication (Car-
penter et al., 1999). At the other end of the scale are lakes that
seem to be irreversible because the minimum attainable rate of 
phosphorus input, or phosphorus recycling from accumulated
reserves in lake sediment, is too high to allow the switch back 
to oligotrophy. This applies particularly to lakes in phosphorus-
rich regions (e.g. related to soil chemistry) and lakes that have
received very high phosphorus inputs over an extended period.
In an intermediate category, which Carpenter et al. (1999) refer
to as hysteretic lakes, eutrophication can be reversed by com-
bining the control of phosphorus inputs with interventions 
such as chemical treatment to immobilize phosphorus in the 
sediment or a biological intervention known as biomanipula-
tion. Our discussion focuses on this final category because it 
depends on a knowledge of interactions in food webs (see
Chapter 20) between piscivorous fish, planktivorous fish, herb-
ivorous zooplankton and phytoplankton to guide the manage-
ment of lakes towards a particular ecosystem endpoint (Mehner
et al., 2002).
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The primary aim of biomanipulation
is to improve water quality by lowering
phytoplankton density and thus increas-
ing water clarity. The approach involves

increasing the grazing of zooplankton on phytoplankton via a 
reduction in the biomass of zooplanktivorous fish (by fishing 
them out or by increasing piscivorous fish biomass). Major suc-
cesses have occurred in shallow lakes where nutrient levels are
not too excessive (Meijer et al., 1999). Lathrop et al. (2002) were
more ambitious than most in attempting to biomanipulate the
relatively large and deep eutrophic Lake Mendota in Wisconsin,
USA. They combined the management objective of improving
water quality with one of augmenting the recreational fishery 
for piscivorous walleye (Stizostedion vitreum) and northern pike 
(Esox lucius). In total, more than 2 million fingerlings of the two
species were stocked beginning in 1987, and piscivore biomass
rapidly responded and stabilized at 4–6 kg ha−1 (Figure 22.8a). The
combined biomass of zooplanktivorous fish declined, as expected,
from 300–600 kg ha−1 prior to biomanipulation to 20–40 kg ha−1

in subsequent years. The reduction in predation pressure on 
zooplankton (Figure 22.8b) led, in turn, to a switch from small
zooplanktivorous grazers (Daphnia galeata mendotae) to the 
larger and more efficient grazer D. pulicaria. In many years when
D. pulicaria were dominant, their high grazing pressure reduced
phytoplankton density and increased water clarity (Figure 22.8c).
The desired response would probably have been more emphatic
had there not been an increase in phosphorus concentrations dur-
ing the biomanipulation period, mainly as a result of increased
agricultural and urban runoff. Lathrop et al. (2002) conclude that
the favorable biomanipulation state of high grazing pressure
should see further improvements as new management actions 
to reduce phosphorus inputs take effect.

Cultural eutrophication has equally dramatic effects in rivers,
estuaries and marine ecosystems. Coastal eutrophication has
become a major cause for concern. The United Nations Environ-
ment Program (UNEP) has reported that 150 sea areas worldwide
are now regularly starved of oxygen as a result of the decom-
position of algal blooms fueled particularly by nitrogen from 
agricultural runoff of fertilizers and sewage from large cities
(UNEP, 2003).
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Figure 22.8 (right) (a) Fingerlings of two piscivorous fish stocked 
in Lake Mendota; the major biomanipulation effort started 
in 1987. (b) Estimates of zooplankton biomass consumed by
zooplanktivorous fish per unit area per day. The principal
zooplanktivore species were Coregonus artedi, Perca flavescens
and Morone chrysops. (c) Mean and range during summer of the
maximum depth at which a Secchi disc is visible (a measure 
of water clarity); dotted vertical lines are for periods when 
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(After Lathrop et al., 2002.)

EIPC22  10/24/05  2:21 PM  Page 643



••

644 CHAPTER 22

22.3.3 Managing ecosystem processes in agriculture

Intensive land use is not only associated with phosphorus pollu-
tion but also with an increase in the amount of the nitrate that
leaches into the groundwater and thence into rivers and lakes,
affecting food webs and ecosystem functioning (see Section 18.4.4).
The excess nitrate also finds its way into drinking water where
it is a health hazard, potentially contributing to the formation of
carcinogenic nitrosamines and in young children to a reduction
in the oxygen-carrying capacity of the blood. The Environmental
Protection Agency in the United States recommends a maximum
concentration of nitrate of 10 mg l−1.

Pigs, cattle and poultry are the
three major nitrogen contributors in
industrialized agriculture feedlots. The
nitrogen-rich waste from factory-farmed
poultry is easily dried and forms a

transportable, inoffensive and valuable fertilizer for crops and 
gardens. In contrast, the excreta from cattle and pigs are 90% 
water and have an unpleasant smell. A commercial unit for 
fattening 10,000 pigs produces as much pollution as a town of 18,000
inhabitants. The law in many parts of the world increasingly restricts
the discharge of agricultural slurry into watercourses. The 
simplest practice returns the material to the land as semisolid
manure or as sprayed slurry. This dilutes its concentration in the
environment to what might have occurred in a more primitive
and sustainable type of agriculture and converts pollutant into 
fertilizer. However, if nitrate ions are not taken up again by 
plants, rainfall leaches them into the groundwater. In fact, the 
disassociation of livestock and crops in farms specializing in one
or the other, rather than mixed farms, has made a major con-
tribution to nitrate pollution of waterways. For example, the 
centralization of livestock production in the USA has tended to
occur in regions that produce little crop feed (Mosier et al., 2002).
Thus, for example, of the 11 Tg of nitrogen excreted in animal
waste in the USA in 1990 only 34% was returned to cropped fields.
Much of the remainder will eventually have found its way into
waterways.

Most of the fixed nitrogen in natural communities is present
in the vegetation and in the organic fraction of the soil. As organ-
isms die they contribute organic matter to the soil, and this
decomposes to release carbon dioxide so that the ratio of carbon
to nitrogen falls; when the ratio approaches 10 : 1, nitrogen begins
to be released from the soil organic matter as ammonium 
ions. In aerated regions of the soil, the ammonium ions become
oxidized to nitrite and then to nitrate ions, which are leached 
by rainfall down the soil profile. Both the processes of organic
matter decomposition and the formation of nitrates are usually
fastest in the summer, when natural vegetation is growing most
quickly. Nitrates may then be absorbed by the growing vegeta-
tion as fast as they are formed – they are not present in the soil
long enough for significant quantities to be leached out of the 

••

plants’ rooting zone and lost to the community. Natural vegeta-
tion most often is a ‘nitrogen-tight’ ecosystem.

In contrast, there are several reasons why nitrates leach more
easily from agricultural land and managed forests than from 
natural vegetation.

1 For part of the year agricultural land carries little or no living
vegetation to absorb nitrates (and for many years forest
biomass is below its maximum).

2 Crops and managed forests are usually monocultures that can
capture nitrates only from their own rooting zones, whereas
natural vegetation often has a diversity of rooting systems and
depths.

3 When straw and forestry waste are burned, the organic 
nitrogen within them is returned to the soil as nitrates.

4 When agricultural land is used for grazing animals their
metabolism speeds up the rate at which carbon is respired,
reduces the C : N ratio, and increases nitrate formation and
leaching.

5 Nitrogen in agriculture fertilizer is usually applied only once
or twice a year rather than being steadily released as it is dur-
ing the growth of natural vegetation; it is therefore more read-
ily leached and finds its way into drainage waters.

Because nitrogen is not efficiently
recycled on agricultural land or in
managed forests, repeated cropping
leads to losses of nitrogen from the
ecosystem and thus to decreasing crop productivity. To main-
tain crop yields the available nitrogen has to be supplemented 
with fertilizer nitrogen, some of which is obtained by mining 
potassium nitrate in Chile and Peru, but the majority comes from
the energy-expensive industrial process of nitrogen-fixation, in 
which nitrogen is catalytically combined with hydrogen under 
high pressure to form ammonia and, in turn, nitrate. Nitrogen
fertilizers are applied in agriculture either as nitrates or as urea
or ammonium compounds (which are oxidized to nitrates).
However, it is wrong to regard artificial fertilization as the only
practice that leads to nitrate pollution; nitrogen fixed by crops of
legumes such as alfalfa, clover, peas and beans also finds its way
into nitrates that leach into drainage water. Figure 22.9 shows 
how the amounts of synthetic fertilizer and nitrogen-fixing crops
have increased in the last 50 years, and the dramatic increases are 
set to continue over the next half century (Tilman et al., 2001),
particularly in developing countries.

A variety of approaches are avail-
able to tackle the problems of nitrate in
drinking water and eutrophication, for
example by maintaining ground cover
of vegetation year-round, by practising mixed cropping rather than
monoculture, by integrating animal and crop production and more
generally returning organic matter to the soil, by maintaining low
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stocking levels, by matching nitrogen supply to crop demand 
and by using advanced ‘controlled release’ fertilizers (Mosier 
et al., 2002). The role played by nitrogen-fixing symbionts (both
fungal arbuscular mycorrhizae and bacterial rhizobia) is of 
particular interest. Root symbionts do not augment crop product-
ivity consistently. Rather, different species, or the same species
under different soil conditions, can range from acting parasitically
(when they act as a sink for plant resources in the relationship) to
mutualistic (when they significantly enhance plant performance).
Kiers et al. (2002) argue that research is needed to determine how
farm management practices, including fertilization, ploughing and
crop rotation, influence the short-term responses and, over a 
slightly longer timeframe, the evolution of nitrogen-fixing sym-
bionts. Such knowledge would help identify management regimes
to enhance mutualistic rather than parasitic interactions.

22.3.4 Ecosystem health and its assessment

Many ecosystems around the world
have been degraded by human activities.
Using an analogy with human health,
managers frequently describe ecosys-
tems as ‘unhealthy’ if their community
structure (species richness, species com-

position, food web architecture – see Chapters 16, 20 and 21) or
ecosystem functioning (productivity, nutrient dynamics, decom-
position – see Chapters 17 and 18) has been fundamentally upset

by human pressures. Aspects of ecosystem health are sometimes
reflected directly in human health (nitrogen content in ground-
water and thus drinking water, toxic algae in lakes and oceans,
species richness of animal hosts that transmit human diseases in
oak forests) but also in natural processes (ecosystem services) 
that people value, such as flood control, the availability of wild
food (including hunted animals and gathered fungi and plants) 
and recreational opportunities. Management strategies are often
framed in the context of pressure (human actions), state (resulting
community structure and ecosystem functioning) and management
response (Figure 22.10) (Fairweather, 1999). Just as physicians use
indicators in their assessment of human health (body temperature,
blood pressure, etc.), ecosystem managers need ecosystem health
indicators to help set priorities for action and to determine the
extent to which their interventions have been successful.

The ponderosa pine forests (Pinus
ponderosa) of the western USA can 
be used to illustrate the relationship
between pressure, state and response
(Rapport et al., 1998). A variety of human influences are at play
but Yazvenko and Rapport (1997) consider the most important
pressure has been fire suppression ( just as we saw in the Australian
ecosystem described in Section 22.2.1, ponderosa pine forests
evolved in a situation where periodic natural fires occurred).
With fire suppression, the state of the forest has shifted towards
decreased productivity and increased tree mortality, changed
patterns of nutrient cycling, and an increased rate and magnitude
of outbreaks of tree pests and diseases. These changed properties
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can be taken as indicators of ecosystem health and successful 
restoration (response) will be evident when the indicators
reverse the trends.

River health has been measured in
a number of ways, from assessment 
of abiotic evidence of pressures (e.g.
nutrient concentrations and sediment

loads), through community composition to ecosystem function-
ing (such as the rate of decomposition of leaves of overhanging
vegetation that fall naturally into rivers; Gessner & Chauvet, 2002).
Some health indexes include more than one of these indicators;
in other cases managers rely on a single measure. In New
Zealand, for example, river managers use the macroinvertebrate
community index (MCI) (Stark, 1993). This is based on the pres-
ence or absence of certain types of river invertebrates that differ
in their ability to tolerate pollution; healthy streams with abund-
ant species that are intolerant of pollution have high values of 
MCI (120 or above) whereas unhealthy streams have values as
low as 80 or less. Figure 22.11a shows the relationship, for sites
on the Kakaunui River on the east coast of New Zealand’s South
Island, between MCI and the percentage of the catchment area
that has been developed (for pasture or urban development;
here land development is the pressure).

We should not lose sight of the fact
that the concept of ecosystem health is
generally a social construct. A healthy
ecosystem is one that the community

believes to be healthy and different social groups hold different
ideas about this (e.g. anglers consider that a river is healthy if 
it contains many big representatives of preferred fish species; 
parents if their children do not get sick swimming in the river;
conservationists if native species are abundant). The Kakaunui River
is within the territory of a Maori group who wished to develop

a tool so their perceptions of river health could be taken into
account by managers. Their Cultural Stream Health Measure
(CSHM) includes components related to the extent to which the
surrounding catchment area, the riparian zone, the banks and the
stream bed appear impacted by human activities. The CSHM
(Figure 22.11b) turned out to be strongly correlated with the MCI
despite the fact that it included no invertebrate component.

22.4 Biodiversity and management

22.4.1 Selecting conservation areas

Producing individual species survival
plans may be the best way to deal 
with species recognized to be in deep
trouble and identified to be of special
importance (e.g. keystone species, evolutionarily unique species,
charismatic large animals that are easy to ‘sell’ to the public). How-
ever, there is no possibility that all endangered species could be
dealt with one at a time. For instance, the US Fish and Wildlife
Service calculated it would need to spend about $4.6 billion over
10 years to fully recover all gazetted species in the USA (US
Department of the Interior, 1990), whereas the annual budget for
1993 was $60 million (Losos, 1993). In the face of such funding
shortfalls, there has been a growing trend towards multispecies
rather than single-species protection plans, but this carries a risk
that the specific requirements of endangered species will receive
insufficient attention. Thus, an analysis of USA cases showed 
that species in multispecies plans were significantly more likely
to exhibit declining population trends (Boersma et al., 2001). 
For this reason, Clark and Harvey (2002) advocate the grouping
together of species according to the threats they face. Despite 
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some shortcomings, however, we can generally expect to con-
serve the greatest biodiversity if we protect whole communities
by setting aside protected areas.

Protected areas of various kinds
(national parks, nature reserves, 
multiple-use management areas, etc.)
grew in number and area through the

20th century, with the greatest expansion occurring since 1970.
However, the 4500 protected areas in existence in 1989 still only
represented 3.2% of the world’s land area. At best, and given the
political will, perhaps 6% of land area may eventually be provided
protection – the rest would be considered necessary to provide
the natural resources needed by the human population (Primack,

1993). Understandably, but nevertheless disturbingly, reserves have
often been established on land that no one else wants (Figure 22.12).
Areas of high species richness and distributions of endangered plant
and animal species often overlap with human population centers
(Figure 22.13). Thus, although protection of wilderness is of
value and relatively easy, conserving maximum diversity will
require greater focus on areas of high human value.

Priorities for marine conservation,
which have lagged behind terrestrial
efforts, are now being urgently
addressed. In taxonomic terms, most of
the world’s biota is found in the sea (32 of the 33 known animal
phyla are marine, 15 exclusively so) and marine communities are

••••

protected areas:

limits to growth

priorities for marine

protected areas

C
S

H
M

 s
co

re

100
0
60

2

4

5

80

Percent catchment developed

(b)

3

1

M
C

I s
co

re
100

0
60

40

120

80

Percent catchment developed

(a)

80

Figure 22.11 Relationships between
percentage development of the catchment
area of sites in the Kakaunui River 
(for pasture and urban use) and (a) the
macroinvertebrate community index
(MCI), commonly used by river managers
in New Zealand, and (b) the Maori 
Cultural Stream Health Measure (CSHM).
(After Townsend et al., 2004.)

0

Moderate

24

20

16

12

8

4

Low

High

Moderate

Flat

Steep

%
 la

nd
 p

ro
te

ct
ed

Fertility
Topography

Figure 22.12 Protected areas in
southwest Australia are most often 
situated in steeply sloping and poorly
productive areas that are not in demand
for agriculture or urban development.
(After Pressey, 1995; Bibby, 1998.)

EIPC22  10/24/05  2:21 PM  Page 647



648 CHAPTER 22

subject to a number of potentially adverse influences, including
overfishing, habitat disruption and pollution from land-based
activities. There are some fundamental distinctions between
marine and terrestrial ecosystems that need to be borne in mind
when designing marine reserves. Most prominent among these
is the greater ‘openness’ of marine areas, with long-distance dis-
persal of nutrients, organic and inorganic matter, planktonic
organisms and the reproductive propagules of benthic organisms
and fish (Carr et al., 2003; see also Section 15.4.2).

The overall aim of conservation
areas, whether terrestrial or marine, is
to represent the biota of each region in
a way that separates the biodiversity
from the processes that threaten it.

Margules and Pressey (2000) recommend the following steps for
systematic conservation planning.

1 Compile data on biodiversity and on the distribution of rare
and endangered species in the planning region.

2 Identify conservation goals and set explicit conservation tar-
gets for species and community types as well as quantitative
targets for minimum reserve size and connectivity.

3 Review existing conservation areas to measure the extent 
to which quantitative goals have already been achieved and

identify imminent threats to underrepresented species and
community types.

4 Select additional conservation areas to augment existing
reserves in a way that best achieves the conservation goals 
(discussed further below).

5 Implement conservation actions having decided the most
appropriate form of management for each area and having 
established an implementation timetable if resources are not
available for all actions to be carried out at once.

6 Maintain the required values of conservation areas and 
monitor key indicators that will reflect management success,
modifying management as required.

We know that the biotas of differ-
ent locations vary in species richness
(centers of diversity – see Section 21.1),
the extent to which the biota is unique
(centers of endemism) and the extent to
which the biota is endangered (hot spots of extinction, for exam-
ple because of imminent habitat destruction). One or more of these
criteria could be used to prioritize potential areas for protection 
(Figure 22.14). Moreover, if we were to give less weight to the
‘existence’ value of species (every species equal) and more
weight to the potential value of species that may provide future

••••

systematic approach

to conservation

planning

Bottom 20%

20–40%

40–60%

60–80%

Top 20%

County ranking
(a) (b) (c)

Figure 22.13 Counties of California ranked according to: (a) plant species richness (number per 2.59 km2 sample area); (b) the proportion
of plant species listed as threatened or endangered; and (c) human population density. (After Dobson et al., 2001.)

centers of diversity,

endemism, extinction

and utility

EIPC22  10/24/05  2:21 PM  Page 648



ECOLOGICAL APPLICATIONS: MANAGEMENT OF COMMUNITIES AND ECOSYSTEMS 649

benefit (for food, domestication, medical products, etc.) we
could prioritize locations that contained more species likely to 
be useful (centers of utility).

But, biodiversity encompasses more
than just species richness. The selection
of new areas should also try to ensure
protection of representatives of as many
types of community and ecosystem as

possible. Two key principles here are complementarity and irre-
placeability (Pressey et al., 1993).

With limited resources, the ideal strategy is to assess the con-
tent of candidate areas and to proceed in a stepwise fashion, 
selecting at each step the site that is most complementary to the
others in the features it contains. A number of algorithms are 
now available to carry out this procedure efficiently. For example,
one algorithm lays more stress on the degree of uniqueness of
the community or land system, while another lays more stress
on the average rareness of the land systems present in the dif-
ferent locations (Figure 22.15a).

A related but subtly different approach identifies irreplaceability
as a fundamental measure of the conservation value of a site.

Irreplaceability is an index of the potential contribution that a site
will make to a defined conservation goal and the extent to which
the options for conservation are lost if the site is lost (Figure 22.15b).
The notions of complementarity and irreplaceability can equally
well be applied to strategies designed to maximize species rich-
ness. However, complementarity algorithms for species richness
should be implemented with care because they have a tendency
to select areas that are at the margins of species ranges more often
than would be expected by chance (Araujo & Williams, 2001),
and rare species could do less well at the margins than in the 
centers of their ranges.

A perhaps rather surprising applica-
tion of island biogeography theory (see
Section 21.5) is in nature conservation.
This is because many conserved areas
and nature reserves are surrounded by
an ‘ocean’ of habitat made unsuitable, and therefore hostile, 
by people. Can the study of islands in general provide us with
‘design principles’ that can be used in the planning of nature
reserves? The answer is a cautious ‘yes’ (Soulé, 1986); some 
general points can be made.
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1 One problem that conservation managers sometimes face 
is whether to construct one large reserve or several small 
ones adding up to the same total area (sometimes referred 
to as the SLOSS (single large or several small) debate). If each
of the small reserves supported the same species, then it
would be preferable to construct the larger reserve in the 
expectation of conserving more species (this recommenda-
tion derives from the species–area relationships discussed in
Section 21.5.1).

2 On the other hand, if the region as a whole is heterogeneous,
then each of the small reserves may support a different group
of species and the total conserved might exceed that in a large
reserve. In fact, collections of small islands tend to contain 
more species than a comparable area composed of one or a
few large islands. The pattern is similar for habitat islands and,
most significantly, for national parks. Thus, several small parks
contained more species than larger ones of the same area in
studies of mammals and birds in East African parks, of mammals
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and lizards in Australian reserves, and of large mammals in
national parks in the USA (Quinn & Harrison, 1988). It seems
likely that habitat heterogeneity is a general feature of con-
siderable importance in determining species richness.

3 A point of particular significance is that local extinctions are
common events (see Section 7.5), and so recolonization of habi-
tat fragments is critical for the survival of fragmented 
populations. Thus, we need to pay particular attention to the
spatial relationships amongst fragments, including the provi-
sion of dispersal corridors. There are potential disadvantages
– for example, corridors could increase the correlation among
fragments of catastrophic effects such as the spread of fire or
disease – but the arguments in favor are persuasive. Indeed, high
recolonization rates (even if this means conservation managers
themselves moving organisms around) may be indispensable
to the success of conservation of endangered metapopulations
(see Section 15.5.3). Note especially that human fragmentation
of the landscape, producing subpopulations that are more
and more isolated, is likely to have had the strongest effect
on populations with naturally low rates of dispersal. Thus, the
widespread declines of the world’s amphibians may be due,
at least in part, to their poor potential for dispersal (Blaustein
et al., 1994).

22.4.2 Multipurpose reserve design

Many of the new generation of 
marine protected areas are designed as
multiple-use reserves, accommodating
many different users (environmentalists,

cultural harvesters, commercial fishers, tourism operators, 
etc.) (Airame et al., 2003). It is clear, too, that conservation and
sustainable use on land (forestry, agriculture) can often proceed
hand in hand as long as the planning has a scientific basis and the
negotiated objectives are clear (Margules & Pressey, 2000).

A good example of multipurpose design is provided by Villa
et al. (2002), who used a systematic approach to design one of
the first marine reserve zoning plans in Italy. They involved all
the different interest groups (fishing, recreation, conservation) 
in defining priorities, and used a GIS (geographic information 
system) to map marine areas for different uses and degrees of 
protection. Italian law recognizes reserves with three levels of pro-
tection: ‘integral’ reserves (only available for research), ‘general’
reserves and the less restrictive ‘partial’ reserves. Villa et al.’s start-
ing point was to accept ‘partial’ and ‘general’ reserves but to split
‘integral’ reserves into two categories: no-entry, no-take zones
(where only nondestructive research is permitted) and public
entry, no-take zones, which allow visitors a full experience of the
reserve, apart from exploitation. Permitted activities for the four
categories are shown in Table 22.1.

The next step was to produce maps of 27 variables import-
ant to one or more interest groups. These included fish diversity,
fish nursery areas, sites used by life history stages of key species
(e.g. limpets, sea mammals, marine birds), archeological interest,
suitability for various forms of fishing (e.g. traditional artisanal,
commercial), suitability for various recreational activities (e.g.
snorkeling, whale watching), tourist infrastructure and pollution
status. Planning sessions with each interest group yielded weight-
ings or relative importance values for the variables. Taking these
into account, five higher level maps were produced (using an
approach developed for economic analysis and urban planning
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managing for

multiple objectives –

beyond conservation

No-take, Entry, General Partial
Category Activity no-entry no-take reserve reserve

Research Nondestructive research Aa Aa A A

Sea access Sailing P L A A
Motor boating P P L L
Swimming P P A A

Staying Anchorage P P L L
Mooring P L Aa A

Recreation Diving P L Aa A
Guided tours P L Aa A
Recreational fishing P P L A

Exploitation Artisanal P P L L
Sport P P P L
Scuba P P P P
Commercial fishing P P P P

A, allowed without authorization; Aa, allowed upon authorization; L, subject to specific limitations;
P, prohibited.

Table 22.1 Activities permitted or
prohibited for each of four planned levels
of protection (from left to right in order 
of decreasing protection) for the Asinara
Island National Marine Reserve of Italy.
(After Villa et al., 2002.)
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known as multiple-criteria analysis): (i) the natural value of the
marine environment (NVM – aggregating values related to bio-
diversity, rarity and crucial habitats such as nursery areas); (ii) the
natural value of the coastal environment (NVC – aggregating 
values related to endemic coastal species including seabirds, 
and habitat suitable for the reintroduction of turtles and seals);

(iii) the recreational activity value (RAV – aggregating values 
for all recreational activities); (iv) the commercial resource value
(CRV – aggregating traditional fishing sites plus other suitable 
areas); and (v) the ease of access value (EAV – aggregating marine
access routes and harbors). Aggregated maps for NVM, NVC and
RAV are shown in Figure 22.16a–c.
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Figure 22.16 Maps of the natural value of (a) the marine environment (NVM), (b) the coastal environment (NVC) and (c) recreational
activity value (RAV) for areas around Asinara Island (the island land area is shown in the center in gray). Lighter shades of color represent
higher values. (d) Final zoning plan for the Asinara Island National Marine Reserve. A1, no-entry, no-take; A2, entry, no-take; B, general
reserve; C, partial reserve. The inset map shows the location of the reserve in relation to the mainland of Italy. (After Villa et al., 2002.)
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The final stage was the production of a zoning plan. The
researchers sought to avoid complex zoning that would make 
management and enforcement difficult and paid particular 
attention to the views of the various interest groups to reduce
remaining conflicts to a minimum. The final plan (Figure 22.16d)
had one no-entry, no-take zone (reflecting biological import-
ance and relative remoteness), four entry, no-take zones to 
protect specific values such as endangered species (reflecting 
biological value but with easy access), two general reserve 
zones (to protect sensitive benthic assemblages, such as seagrass
meadows that suffer little from the permitted activities; see
Table 22.1) and one partial reserve zone as a buffer for adjacent
reserve zones (in an area where traditional fishing practices 
are compatible with conservation). The zoning proposal also
identified three channels providing maximum boat access with
minimal environmental disturbance.

22.5 Triple bottom line of sustainability

The main emphasis up to this point has been on the use of 
ecological theory to help solve environmental problems and
establish strategies that are likely to be sustainable in the long term.
However, we have already come across a variety of examples 
where ecological aspects of sustainability cannot be divorced
from economic (e.g. limited funds for conservation action) or 
social aspects (e.g. related to disease risk or the importance of 
involving diverse interest groups, including indigenous peoples,
in resource management). Similar examples were also encountered
in the two earlier chapters dealing with ecological applications 
(e.g. Sections 7.2.3, 7.5.5.2, 7.5.6, 15.2.1, 15.2.3 and 15.3.9). Here
we deal more explicitly with the economic and sociopolitical 
threads of environmental sustainability.

22.5.1 Economic perspective

The importance of economics in
resource management is obvious for
activities such as harvest management

(see Section 15.3), agricultural management (including pest 
control; see Sections 15.2 and 22.2.1) and the use of scarce funds 
when planning conservation management and protected areas (see
Sections 7.5 and 22.4). When it comes to conservation of species,
biodiversity or ecosystems, however, it is more difficult to assign
economic value to the entities to be conserved. It is necessary to
do this because of the economic arguments in favor of human
activities that make conservation a necessity: agriculture, the
felling of trees, the harvesting of wild animal populations, the
exploitation of minerals, the burning of fossil fuels, irrigation, 
the discharge of wastes and so on. While there are not really 
arguments against conservation, the case for conservation will 

be most likely to be effective if framed in cost–benefit terms 
because governments determine their policies against a back-
ground of the money they have to spend and the priorities
accepted by their electorates.

We first consider how individual
species can be valued. There are three
main components: (i) the direct value
of the products that are harvested; (ii)
the indirect value where aspects of biodiversity bring economic
benefit without the need to consume the resource; and (iii) the
ethical value.

Many species are recognized as having actual direct value as
living resources; many more species are likely to have a potential
value which as yet remains untapped (Miller, 1988). Wild meat
and plants remain a vital resource in many parts of the world,
whilst most of the world’s food is derived from plants that 
were originally domesticated from wild plants in tropical and 
semiarid regions. In the future, wild strains of these species may
be needed for their genetic diversity in attempts to breed for
improved yield, pest resistance, drought resistance and so on, 
and quite different species of plants and animals may be found
that are appropriate for domestication. In another context, we 
have seen in Section 15.2 the potential benefits that could come
from natural enemies if they can be used as biological control 
agents for pest species. Most natural enemies of most pests
remain unstudied and often unrecognized. Finally, about 40% 
of the prescription and nonprescription drugs used throughout
the world have active ingredients extracted from plants and 
animals. Aspirin, probably the world’s most widely used drug, 
was derived originally from the leaves of the tropical willow, Salix
alba. The nine-banded armadillo (Dasypus novemcinctus) has been
used to study leprosy and prepare a vaccine for the disease; the
Florida manatee (Trichechus manatus), an endangered mammal,
is being used to help understand hemophilia. These are by no 
means isolated cases and a large-scale worldwide search is under-
way to discover organisms with new medicinal applications. 
The vast majority of the world’s animals and plants have yet to
be screened – the potential value of any that go extinct can never
be realized. By conserving species, we maintain their option value
– the potential to provide benefit in the future.

Nonconsumptive, indirect economic value is sometimes 
relatively easy to calculate. For example, a multitude of wild 
insect species are responsible for pollinating crop plants. The 
value of these pollinators could be assigned either by calculating
the extent to which the insects increase the value of the crop or
by the expenditure necessary to hire hives of honeybees to do the
pollinating (Primack, 1993). In a related context, the monetary 
value of recreation and ecotourism, often called amenity value,
is becoming ever more considerable. On a smaller scale, a multi-
tude of natural history films, books and educational programs 
are ‘consumed’ annually without harming the wildlife upon
which they are based.
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The final category is ethical value. Many people believe that
there are ethical grounds for conservation, arguing that every
species is of value in its own right, and would be of equal value
even if people were not here to appreciate or exploit it. From 
this perspective even species with no conceivable economic
value require protection.

Of these three main reasons for conserving biodiversity, the
first two, direct and indirect economic value, have a truly object-
ive basis. The third, ethics, on the other hand, is subjective and
is faced with the problem that a subjective reason will inevitably
carry less weight with those not committed to the conservationist
cause.

It is clear that assigning a value to
species is not always straightforward.
However, even more ingenuity is
required to assign value to benefits that
accrue to people from natural ecosys-
tems as a whole – ecosystem services

such as the production of wild species for food, fiber and pharma-
ceuticals, maintenance of the chemical quality of natural waters,
buffering of communities against floods and droughts, ecosystem
resistance to pest invasion, protection and maintenance of soils,
regulation of local and global climate, the breakdown of organic
and inorganic wastes, recreational opportunities, etc. The value
of all ecosystem services was estimated globally at US$33 trillion
per year (Costanza et al., 1997), updated for the year 2000 to 
US$38 trillion per year, an amount that is similar to the gross
national product of all the world’s economies (Balmford et al., 
2002).

Such gross estimates are fraught with difficulty and have 
been criticized, partly because of the assumption that limited 
local knowledge can be safely extrapolated to a global sum as
though demand and value are the same in different parts of the
world. Balmford et al. (2002) argue that the value of retaining 
habitat in a relatively undisturbed condition would be best 
determined by estimating the differences in benefit from relatively
intact and exploited versions of a particular ecosystem. They go
beyond the mere calculation of private benefit to the exploiters
to incorporate the dollar values of diverse public benefits of
ecosystem services. The results of three case studies are presented
in Figure 22.17. In each case, the estimates of private benefit and
ecosystem services are for 30–50-year periods.

The first case study deals with trop-
ical forest in Cameroon and compares
low-impact forestry, conversion to
small-scale agriculture and conversion
to oil palm and rubber plantations. The
value of all ecosystem services com-

bined was highest under sustainable forestry; here ecosystem
services included the control of sedimentation, flood preven-
tion, carbon sequestration by the vegetation (i.e. contributing 
to a reduction of carbon dioxide in the atmosphere and thus 

counteracting global warming) and a range of species values 
(see Section 7.5). Overall the total economic value (combining 
private benefit with the value of ecosystem services, expressed as
net present value – NPV) over 32 years for low-impact forestry
was 18% greater than for small-scale farming, while plantations
actually made a net loss when both private benefit and ecosystem
services were taken into account.

Analysis of a mangrove ecosystem in Thailand showed that
the private benefit from shrimp farming shrank almost to nothing
when the economics took into account the loss of ecosystem 
services from timber and nontimber products, charcoal, offshore
fisheries and storm protection associated with the natural eco-
system (Figure 22.17b). The total value of intact mangroves
exceeded that of shrimp farming by 70%.

Finally, the draining of freshwater marshes often produces 
private benefit (sometimes, as in this Canadian example, in large
part because of drainage subsidies provided by the government).
However, ecosystem services from intact wetland include hunt-
ing, trapping and angling and when the dollar values of these are
taken into account the overall economic value of intact wetland
exceeded converted land by about 60% (Figure 22.17c).

These analyses prompted Balmford et al. (2002) to suggest 
that a large-scale expansion of the world’s network of protected
areas (costing as much as US$45 billion per year) would actually
represent a ‘strikingly good bargain’ in comparison to the 
US$38 trillion per year that ecosystem services may be worth.

22.5.2 Social perspectives

In his analysis of the history of fisheries, Pitcher (2001) points 
out how successive technological advances have driven the 
inexorable decline in abundance, diversity and representation 
of high-value species in catches (Figure 22.18). He identified
three stages that can be recognized during depletion episodes: 
the first stage is ecological, comprising depletion and local
extinction; the second is economic, comprising a positive feed-
back loop between increased catching power and depletion,
driven by the need to repay money; and the third is social, com-
prising a shifting baseline in what each generation considers
acceptable (or primal) abundance and diversity. It is possible 
to devise sustainable regimes at any stage but this has not 
often happened. At the current stage, the question arises should
managers simply devise a sustainable management policy or
actually attempt to rebuild the fishery? Pitcher challenges com-
munities to attempt a ‘back to the future’ strategy, in which 
models of past ecosystems (constructed on the basis of local 
and traditional environmental knowledge) are subjected to eco-
nomic comparison with current and alternative ecosystems. He
suggests that large no-take reserves and the reintroduction of 
high-value species will figure prominently in the restoration of
such historic ecosystems.
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Managers can benefit from a coa-
lescence of the economic approach of
Balmford et al. (2002) and the social
approach of Villa et al. (2002), where
diverse local interest groups were involved in developing a 
management strategy. Aboriginal people can be expected to play
a central role in sustainability developments in their territories 
not least because of their extensive knowledge of both the con-
temporary and historical situation. We have referred frequently 
in this chapter to lessons to be learnt from indigenous people and
the importance of their involvement in resource management 
(benzoin gardening in Sumatra, fire management by Australian
aborigines, Maori development of river health indicators). Maori
have also been one of the groups, along with commercial and 
recreational fishers, tourism operators and environmentalists,
comprising the Guardians of Fiordland’s Fisheries and Marine
Environment (GOFF). Over 3 years, they developed a zoning 
plan for New Zealand’s Fiordland area on the west coast of New
Zealand’s South Island (Teirney, 2003). This was an entirely 
bottom-up effort by the local community (not directed top-down
by governmental or nongovernmental agencies) and the diverse
groups have worked face-to-face from the beginning. While 
challenging to manage (a skilled facilitator was involved), this
approach provides a model for minimizing conflict, stimulating
reciprocal learning and formulating objectives for sustainable
ecosystem use that have proved difficult to achieve by top-down
means. The New Zealand government has committed itself to
implement the GOFF plan.

22.5.3 Putting it all together

In the past, the importance of eco-
system services was only appreciated
after they had been lost. However, as
ecological understanding has increased
and now the economic significance is
appreciated, sociopolitical change has become evident in a num-
ber of ways. In Costa Rica, for example, the government has been
paying landowners since 1997 for ecosystem services such as 
carbon sequestration, protection of catchment areas, biodiversity
and scenic beauty (payments of about US$50 ha−1, which come
mainly from taxes on fossil fuels) (Daily et al., 2000). Private enter-
prise has also begun to respond. Thus, a company called Earth
Sanctuaries Ltd became the world’s first conservation company
to go public when it was listed on the Australian Stock Market.
It bought and restored land, earning income from tourism 
and wildlife sales. The company lobbied and won a change in
Australian accounting law so that it could include its rare native
animals as assets (Daily et al., 2000). Such approaches, involving
far-reaching political change, require price tags to be placed on
natural ecosystems.
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natural habitats expressed as net present value (NPV; in terms of
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for three land uses over a 32-year time period, using a discount
rate of 10%. Discounting allows for the fact that in economic
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more than an equivalent bird some time in the future (see 
Section 15.3.8). The discount rate used was that adopted by the
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over a 30-year period with a 6% discount rate. (c) Wetland in
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As with other pressing problems
where the application of ecological
knowledge is important, dealing with

future climate change also requires a triple bottom line approach
that brings together ecological, economic and social perspectives
for a sustainable future. Estimates of future greenhouse gas
emissions, the concentrations to be expected in the atmosphere,
and the resulting changes to global temperature vary considerably.
Figure 22.19 shows predicted patterns of increase, and in some cases
eventual decreases, based on a variety of scenarios related to con-
ceivable values for population increase, potential changes in the
use of various energy sources, and likely technological advances.

A further example of predicted
global change concerns the significant
threats posed to ecosystems around the
world by increasing agricultural devel-
opment. Given the projected increase in

human population, the associated impacts of increased erosion,
unsustainability of water supply, salinization and desertification,
excess plant nutrients finding their way into waterways, and the
unwanted consequences of chemical pesticides will all increase
over the next 50 years as more land is converted to grow crops
and pasture (Figure 22.20). To control the environmental impacts
of agricultural expansion, we will need scientific and technological
advances as well as the implementation of effective government
policies. Once again sustainability requires its three faces – ecology,
economics and sociopolitics.

The range of problems facing the human race in the early 
years of a new millennium are unprecedented, and most of those
problems are – in the broadest sense – ecological. Philosophers
may have contemplated ‘Man’s place in the world’ for genera-
tions, but the question has now taken on a new and much more
practical meaning. The luxury of asking ‘What does it all mean?’
is being replaced by the urgent ‘What are we to do?’ The clos-
ing sections of this book have made the point that ecologists 
cannot address this question alone – and nobody would let us,
even if we wanted to! But equally, the question cannot be
addressed without the intimate involvement of those with deep,
scientific, ecological understanding. Ecologists of the future 
face two challenges, equally urgent: to advance our science, and
to involve our science thoroughly in local, national and global 
policies. We must believe that those challenges will be met: 
to doubt it would only paralyze us.

Summary

In this last of the trilogy of chapters (Chapters 7, 15 and 22), 
we deal with the application of theory related to succession, food 
webs, ecosystem functioning and biodiversity.

Managers need to be aware that community composition is
hardly ever static. Management objectives that seem to require
stasis – the annual production of an agricultural crop, the restora-
tion of a particular combination of species, the long-term survival
of an endangered species – are likely to fail unless succession is
taken into account.

Every species of concern to managers has its complement of
competitors, mutualists, predators and parasites, and an appreci-
ation of such complex interactions is often needed to guide 
management action in diverse fields including human disease, 
conservation, harvesting and biosecurity.

Nutrient runoff from agricultural land, together with treated
or untreated human sewage, can upset the functioning of aquatic
ecosystems through the process of cultural eutrophication, increas-
ing productivity, changing abiotic conditions and altering species
composition. One potential solution is the ‘biomanipulation’ of
lake food webs to reverse some of the adverse effects of nutrient
enrichment. Moreover, knowledge of terrestrial ecosystem func-
tioning can help determine optimal farm practices, where crop
productivity involves minimal input of nutrients. The setting of
ecosystem restoration objectives (and the ability to monitor whe-
ther these are achieved) requires the development of tools to meas-
ure the ‘ecosystem health’ of terrestrial and aquatic environments.

Much of the planet’s surface is used for, or adversely affected
by, human habitation, industry, mining, food production and 
harvesting. Thus, there is a pressing need to use our knowledge
of the distribution of biodiversity to design networks of reserved
land and water, whether specifically for conservation or for mul-
tiple uses, such as harvesting, tourism and conservation combined.
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We finish by emphasizing a reality that applied ecologists can-
not ignore. The application of ecological theory never proceeds
in isolation. First, there are inevitably economic considerations:
how can farmers maximize production while minimizing adverse
ecological consequences; how can biodiversity and ecosystem 
functioning be evaluated alongside profits from forestry or mining;
how can returns be maximized from limited conservation dollars?

Second, there are almost always sociopolitical considerations:
what methods can be used to reconcile interested parties; should
sustainable management be set in law or encouraged by educa-
tion; how can the needs and perspectives of indigenous people
be taken into account? These issues come together in the so-called
triple bottom line of sustainability, with its ecological, economic
and sociopolitical perspectives.

••
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abalones (Haliotidae), 640
Abies

lasiocarpa (subalpine fir), 505
religiosa (oyamel), 192

Acacia, 68, 166, 385
cornigera (Bull’s horn acacia), 383, 383
drepanolobium, 385, 385
nilotic subsp. indica (spiny acacia), 220–1,

221
Acari, 330, 331
Accipiter

gentilis (goshawk), 208
nisus (sparrowhawk), 113

Acer (maple)
campestre, 65
rubrum, 481
saccharum (sugar maple), 485

Achillea mellefolium, 194
Acmaea scutum (plate limpet), 280
Acomys

cahirinus, 259
russatus, 259

Aconitum spp., 389
acorn barnacles, 595
Acromyrmex, 386
Actinocyclus normanii, 537
Actinomyces scabies, 351
actinomycetes, 40, 328
Actitis macularia (spotted sandpiper),

638
Acyrthosiphon pisum (pea aphid), 175, 175,

463
Adelina triboli, 372

Aedes
aegypti, 219, 220, 220
albopictus, 219, 220, 220

Aepyornis (elephant bird), 627
African dung beetle (Heliocopris dilloni), 341,

342
African elephant (Loxodonta africana),

214–16, 215, 216
African ground squirrel, 86
Agelaius phoeniceus (red-winged blackbird),

638
Ageneottix deorum, 275, 275
Agrobacterium tumefaciens, 354
agromyzid flies, 354
Agropyron repens, 260, 261
Agrostis

capillaris cv ‘Goginan’, 188
capillaris cv ‘Parys’, 188
scabra, 260, 261
stolonifera (creeping bent grass), 7, 7, 242

Ailuropoda melanoleuca (giant panda), 202,
202, 207, 571

Aira praecox, 243, 244
Alabama leafworm, 444
Alaria marginata, 566
Alauda arvensis (skylark), 444, 445
albatross, 126
Alces alces (moose), 105, 304, 305, 571
alder (Alnus spp.), 340, 402, 403, 480, 480,

528, 637
Aleurotrachelus jelinekii (viburnum whitefly),

322, 323
algae, 5, 49, 50, 63, 65, 75, 169, 240, 241,

381, 395–7, 483, 491, 502, 512, 513,
568, 581, 584, 595, 640, 641,

Alissum bertolonii, 187

Allium spp., 440
almond moth (Ephestia cautella), 144
Alnus (alder), 402, 403, 528

glutinosa, 340
japonica, 637
sieboldiana, 480, 480

Alopecurus aequalis, 637
Alopex lagopus (arctic fox), 343
Alosa

aestivalis, 197
pseudoharengus, 197, 642

alpine marmot (Marmota marmota), 453–4
Altica sublicata (flea beetle), 271, 272
Amaranthus retroflexus (redroot pigweed),

249
Amblyomma limbatum, 362
Amblyseius californicus, 33, 34
Ambrosia

artemisiifolia, 486
psilostachya, 77

ambrosia beetles, 335, 336, 338, 386
Ambystoma

opacum, 128, 129
tigrinum, 128, 129
tigrinum nebulosum, 153

American beech (Fagus grandifolia), 486
American chestnut (Castanea dentata), 233,

571
American eel (Anguilla rostrata), 170
American elk (Cervus elaphus), 169
American pika (Ochotona princeps), 183–4,

184
Ammophila breviligulata (dune grass), 481, 481
amoeba, 329
amphibians, 47, 169, 607, 615, 626
amphipods, 199, 288, 576, 642
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Amphiprion (anemone fish), 383, 553–4, 555
leucokranos, 553–4
percula, 553
perideraion, 553
sandaracinos, 553

Anabaenopsis arnoldii, 48
Anaphes victus, 291, 292
Anatopynia pennipes, 596
anchovies, 455
Andricus, 355
Andropogon gerardi, 260, 261, 497
Androsace septentrionalis, 144, 411, 412, 417,

418
Aneilema keisak, 637
anemone fish (Amphiprion spp.), 383,

553–4, 555
Anemone hepatica, 153, 155
angiosperms, 626, 627
Anguilla

anguilla (European eel), 170
rostrata (American eel), 170

Anisopteromalus calandrae, 317
Anolis, 561, 561, 562, 572

gingivinus, 363
occultus, 561
sagrei, 570
wattsi, 363

Anopheles annulipes, 379
Anser erythropus (lesser white-fronted goose),

201
Antarctic seals, 28, 28
anther smut fungus (Ustilago violacea), 368,

370
Anthoceros, 404
Anthonomus grandis (boll weevil), 444
Anthoxanthum odoratum (sweet vernal grass),

188
ants, 221, 222, 266, 272, 329, 338, 383,

385–6, 394, 575, 581, 604, 605, 606, 607
anurans, 259
Aonidiella aurantii (California red scale),

320, 321
Aphelinus thomsoni, 309
aphids, 79, 80, 80, 164, 175, 266, 268, 288,

349, 385–6, 394, 395, 448, 462–3
Aphis fabae, 164
Aphytis mellitus, 320, 321
Apion ulicis, 297
Apogon fragilis (cardinal fish), 570
Aponomma hydrosuari, 362
apple thrip (Thrips imaginis), 414
apples, 449, 449
Aquilegia, 389
Arabidopsis thaliana, 160, 160

Arabis fecunda (sapphire rockcress), 5, 6
Archaea, 407
archaebacteria, 40, 47, 58, 401, 407
Archocentrus nigrofasciatus (convict cichlid),

155, 156
arctic fox (Alopex lagopus), 343
arctic tern (Sterna paradisaea), 169
Arctostaphylos, 403
Ardea cinerea (heron), 323, 324
Argoporis apicalis, 342
Aristida purpurea, 77
Arizona pocket mouse (Perognathus amplus),

287
armadillo, 86
Armillaria mellea (honey fungus), 357
Artemia, 281, 282

franciscana (brine shrimp), 580
Artemisia, 246–7

gmelinii, 482
scoparia, 482

Arthrinium, 328, 329
arthropods, 47
Arvicola terrestris (water vole), 180
ascidians, 92
Asclepias sp. (milkweed), 85
Ascomorpha ovalis, 476, 477
Ascomycetes, 328, 396, 398
Ascophyllum nodosum, 268, 269, 577
Asellus (isopod), 332
aspen (Populus), 22
Aspergillus fumigatus, 40
Asphodelus ramosus, 278, 278
aspic viper (Vipera aspis), 113, 114
Aspidiotiphagus citrinus, 288
Asplanchna priodonta, 83
Asterionella formosa, 230–1, 231, 237, 263, 265
asteroids, 625
Astraea undosa, 245, 247
Atlantic salmon (Salmo salar), 170
Atropa belladonna (deadly nightshade), 566
Atta, 386

cephalotes, 386, 387
colombica, 386
vollenweideri, 387

Attamyces bromatificus, 386
Austrovenus stutchburyi, 572
Avicennia germinans (black mangrove), 493
Azolla, 404
Azorhizobium, 402
Azotobacteria, 402

Bacillus
anthracis, 361
thuringiensis, 448, 450

backswimmer (Notonecta hoffmanni), 285
bacteria, 40, 59, 79, 255, 256, 257, 326,

327–9, 331, 333, 354, 379, 379, 380,
402, 407, 527, 530, 546, 618

badgers, 310, 343
Bailey’s pocket mouse (Perognathus baileyi),

287
Balanus

balanoides, 227–9, 229, 232, 233, 238
glandula, 107, 108, 568

bamboo, 97, 202
bandicoot, 196
bank vole (Clethrionomys glareolus), 123, 358
barberry (Berberis vulgaris), 349
barley, 385
barn owl (Tyto alba), 287
barnacle goose (Branta leucopsis), 169, 201
barnacles, 5, 50, 107, 108, 133, 161, 227–9,

229, 232, 233, 238, 491, 568
barndoor skate (Dipturus laevis), 198
Bashania fargesii, 202
Basidiomycetes, 328, 398
bats, 389, 390, 615
Battus philenor, 570
bean (Phaseolus lunatus), 318
beavers, 585
bed bugs, 394
bedstraw (Gallium sp.), 229, 231
beech (Fagus spp.), 328–9, 329, 470, 483, 618
bees, 35
beet army worm (Spodoptera exigua), 443,

444
beetles, 24, 113, 115, 196, 203, 233, 238–9,

239, 259, 271, 279, 291, 329, 330, 335,
335, 342, 344, 344–5, 372, 386, 394, 448,
556, 570, 581, 596, 615

Belding’s grounds quirrel (Spermophilus
beldingi), 175

Belostoma flumineum, 584
Berberis vulgaris (barberry), 349
bettongs, 196
Betula (birch), 22, 166

nana (dwarf birch), 556
pendula (silver birch), 137, 137
pubescens, 41

bighorn sheep, 210, 210
bilbies, 196
birch (Betula spp.), 22, 41, 137, 137, 166,

483, 556
bird louse, 351
birds, 35, 83, 85, 102, 110, 122–3, 125–6,

127, 128, 165, 169–70, 176, 195, 203,
208, 210–11, 230, 238, 283–4, 310, 339,
343, 350, 350–1, 352, 415, 487, 488,
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493, 559–60, 569, 569, 570, 571, 580,
604, 606, 607, 612, 615, 618, 619, 620,
620, 621, 625, 625, 639, 639

bison (Bos bison), 489, 496
Bison bison (wood bison), 307
Biston betularia (peppered moth), 7, 8, 8–9, 9
bivalves, 245, 247
black bear (Ursos americanus), 284
black cherry (Prunus serotina), 360
black-legged tick (Ixodes scapularis), 640
black long-snouted weevil (Cyrtobagous

spp.), 423, 423
black mangrove (Avicennia germinans), 493
black stem rust, 349
blackfly (Simulium spp.), 169, 349, 446
blackgum, 483
blackwater herring (Clupea harengus), 140
Blarina (shrew), 309
Blasia, 404
Blastophaga psenes (fig wasp), 390
blowfly (Lucilia), 343
blue-green algae, 527, 536
blue jay (Cyanocitta cristata), 85, 86
blue tit (Parus caeruleus), 230
bluebell (Hyacinthoides non-scripta), 399
bluebottle fly (Calliphora vomitoria), 309
bluegill sunfish (Lepomis macrochirus), 284,

286, 286, 287
Bodo saltans, 329
Boiga irregularis, 571
boll weevil (Anthonomus grandis), 444
Borrelia burdorferi, 639
Bos

bison (bison), 489, 496
taurus, 566
taurus indicus (zebu cow), 566

Bosmina sp., 197, 199
Bothriochloa

insculpta, 566
ischaemun, 482

Botrytis
cinerea, 326
fabi, 351

Bouteloua gracilis, 77, 533
Brachidontes

darminius, 493
solisianus, 493

brachiopods, 560, 560
Brachysira vitea, 52, 53
Bracionus calyciflorus, 298
bracken fern (Pteridium aquilinum), 84, 166,

552
Bradyrhizobium, 402
Branta leucopsis (barnacle goose), 169, 201

Brassica napus, 270, 270
Brassicaceae, 270
Bremia lactucae (downy mildew), 363
Brevicoryne brassicae (cabbage aphid), 288,

311
brine shrimps (Artemia spp.), 164, 580
Bromus

madritensis, 240–1, 241
rigidus, 240–1, 241

brook stickleback (Culaea inconstans), 253,
253

brown bear (Ursos arctos), 284
brown-headed cowbird (Molothrus ater), 572
brown lemming (Lemmus sibiricus), 437
brown trout (Salmo trutta), 139, 139, 140,

190, 286, 581, 640
bryozoans, 92, 101, 233, 381
Buchloe dactyloides, 77
Buchnera, 394, 395
buckeye butterfly ( Junonia coenia), 73
buffalo fly (Haematobia irritans exigua), 342
Bufo

calamita (natterjack toad), 233
woodhousii, 259

Bull’s horn acacia (Acacia cornigera), 383,
383

bumblebees, 35, 559
bushfly (Musca vetustissima), 342
Butorides striatus, 621
butterflies, 221, 385, 570, 615
buzzard, 310

cabbage aphid (Brevicoryne brassicae), 288,
311

cabbage looper (Trichoplusia ni), 443, 444
cacti, 24, 32, 37, 40, 222, 222
caddis-flies, 287–8, 289, 332, 571–2, 572, 572,

573
Cakile edentula, 177, 179
Calathea ovandensis, 178
Calidris, 576

canutus (knot), 169, 170
California mouse (Peromyscus californicus),

174
California red scale (Aonidiella aurantii),

320, 321
Californian mussel (Mytilus californianus),

580
Calliphora vomitoria (bluebottle fly), 309
calliphorid flies, 343
Callitris intratropica, 635
Callosobruchus

chinensis, 317
maculatus, 113, 115

Calochortus, 204
Calycomyza sp., 246
Camarhynchus

pallida (woodpecker finch), 13
psottacula, 11, 13

Canadian lynx (Lynx canadensis), 298, 303,
426, 426, 427

Canadian pondweed (Elodea canadensis), 166
Canis lupus (wolf ), 304, 305
Capra pyrenaica (Spanish ibex), 233
Capsella bursa-pastoris (shepherd’s purse),

145, 243, 243
Capsodes infuscatus, 278, 278
Carcharhinus leucas, 196
Carcinus

aestuarii, 304, 305
maenas, 280

Cardamine
cordifolia, 272
hirsuta, 243, 243

Cardiaspina albitextura (eucalyptus psyllid),
322, 323

cardinal fish (Apogon fragilis), 570
Carduus, 448, 580

nutans (nodding thistle), 274, 419
Carex, 585

arenaria (sand sedge), 93, 93, 171
atherodes, 307
bigelowii, 104, 106, 556

caribou (Rangifer tarandus), 170, 280, 453
Carnegiea gigantea (saguaro cactus), 45
carrot (Daucus carrota), 141, 143
Caryedes brasiliensis, 85
Cassia obtusifolia (sicklepod), 249
cassowary, 16, 16
Castanea dentata (chestnut), 17, 18, 233, 

571
Castanopsis sieboldii, 480, 480
Casuarina (she-oak), 403
cats, 310, 579
cattail (Typha), 124, 126, 233
cattle, 266, 280, 392, 566, 639
cauliflower mosaic virus, 349
cave beetle (Neapheanops tellkampfi), 133,

133
Ceanothus, 403
cecidomyid wasps, 354
Centaurea solstitalis (yellow star thistle), 190
Cephalopholis boenak, 570
Ceratocystis picea, 335
Ceratophyllus gallinae, 356
Cerocebus galeritus (Tana River crested

mangabey), 213
Certhidea olivacea (warbler finch), 11, 13
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Cervus
elaphus, 102, 103, 103, 103, 104, 104, 169,

421, 421–2
elaphus scoticus, 194

Chalcophaps stephani, 621
Chalcosoma

atlas, 253, 254
caucasus, 253, 254

Chama arcana, 245, 247
Chamaecrista fasciculata, 5, 6
cheetah, 275, 276
Chen caerulescens caerulescens (lesser snow

goose), 585
Chenopodium album (fat hen), 92, 172, 444,

635
chestnut (Castanea dentata), 17, 18, 571
chestnut blight (Cryphonectria parasitica), 233
Chionochloa, 194

pallens (tussock grass), 276, 277
chironomids, 287, 289
Chironomus lugubris, 340–1
chitons, 566, 568, 595
Chlorella, 395

pyrenoidos, 65
vulgaris, 62, 62, 298

cholera bacterium (Vibrio cholerae), 199
Chorthippus brunneus, 139, 139, 171
Chrysomelidae, 556
Chrysopidae, 448
Chthamalus

fissus, 491
stelatus, 227–9, 229, 232, 233, 238

Chydorus sphaericus, 340–1
cichlids, 119, 120, 621
ciliates, 539
cinnebar moth, 79
Cirsium, 580

canescens (platte thistle), 448
ovalatum, 577

Cistothorus palustris (marsh wren), 638
citricola scale (Coccus pseudomagnoliarum),

447
cladocerans, 199
Cladochytrium replicatum, 328
Cladophora, 581
Clamator glandarius (great spotted cuckoo),

350
Claviceps, 396
Clavicipitaceae, 396
Clavicularia, 404
cleaner fish (Labroides dimidiatus), 382, 383
Clethrionomys, 433

glareolus (bank vole), 123, 358
rufocanus, 433

Clostridium spp., 402
clouded yellow (Colias croceus), 170
clown fish (Amphiprion), 383
Clupea harengus (blackwater herring), 140
clupeids, 455
Cnidaria, 395
coal tit (Parus ater), 230, 569
coastal redwood (Sequoia sempervirens), 159
Coccinella septempunctata, 288
coccinellid beetles, 266
Coccoloba uvifera (seagrape), 582
Coccus pseudomagnoliarum (citricola scale),

447
cockles, 572, 573, 574, 575
cockroaches, 97, 337, 338, 394
cod (Gadus morhua), 41, 44, 152, 153, 457,

458
Coenagrion puella, 111
Coffea

arabica, 45
robusta, 45

coffee (Coffea), 45
Coleomegilla maculata, 463, 463, 464
Coleophora alticolella (rush moth), 46
Colias croceus (clouded yellow), 170
collared lemming (Dicrostonyx groenlandicus),

435
Collembola (springtails), 330, 331, 339, 339
Colleoptera see beetles
Collisella subrugosa, 493
Colorado pikeminnow (Ptychocheilus lucius),

189
Colorado potato beetle (Leptinotarsa

decemlineata), 33, 177, 178, 415,
415–16, 416, 417

Columba
livia (rock dove), 363
palumbus (woodpigeon), 168, 274

common frog (Rana temporaria), 233
common skate (Dipturus batis), 198
common vole (Microtus arvalis), 433
Connochaetes taurinus (wildebeest), 141, 278,

279
Conochilus unicornis, 476, 477
convict cichlid (Archocentrus nigrofasciatus),

155, 156
copepods, 537
corals, 92, 92, 93, 102, 327, 382, 604
Coregonus artedi, 643
corn (Zea mays), 37, 234, 234, 385, 634, 634
Corophium volutator, 288, 576
Cortaderia selloana (pampas grass), 450
Cotesia glomerata, 293
cotton (Gossypium hirsutum), 448

cotton aphid, 444
cotton bollworm (Heliothis zea), 443, 444
cottongrass (Eriophorum vaginatum), 556
cottony cushion-scale insect (Icerya

purchasi), 297, 447
Cougourdella, 572, 572
cowbird, 350
cowpox, 358
crab-eater seal (Lobodon carcinophagus), 28,

28
crabs, 5, 169, 304, 305
cranberry (Vaccinium vitis-idaea), 556
Crangon septemspinosa (sand shrimp), 31, 32
Crassulaceae, 71
crayfish (Orconectes rusticus), 362
creeping bent grass (Agrostis stolonifera), 7,

7, 242
Crematogaster

mimosae, 385
nigriceps, 385
sjostedti, 385

Crenicichla alta, 119, 120
crested tit (Parus cristatus), 569
Crisia eburnea, 484
Crocuta crocuta (hyena), 343
crossleaved gentian (Gentiana cruciata), 272,

386
crows, 310, 343
crustaceans, 78, 332, 340, 345, 537
Cryphonectria parasitica (chestnut blight),

233
Cryptadius tarsalis, 342
Cryptochaetum, 447
Cryptopygus antarcticus, 39
cuckoo (Cuculus canorum), 350, 351
cuckoo-dove (Macropygia spp.), 559, 561
Cuculus canorum (cuckoo), 350, 351
Culaea inconstans (brook stickleback), 253,

253
Cupressus (cypress), 166
Curtuteria australis, 572, 574
Cuscuta (dodder), 350

salina, 363, 364
cyanobacteria, 48, 400, 401, 404
Cyanocitta cristata (blue jay), 85, 86
Cyathermia naticoides, 569
cycads, 404
Cyclotella meneghiniana, 263, 265
Cymbella perpusilla, 52, 53
cynipid wasps, 354
Cynodon dactylon, 566
Cynomys spp. (prairie dog), 86, 352
Cynosurus cristatus, 242
cypress (Cupressus), 166
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Cyrtobagous spp. (black long-snouted
weevil), 423, 423

damselflies, 111, 307
Danaus plexippus (monarch butterfly), 85,

86, 192, 192–3, 193
dandelion (Taraxacum officinale), 119, 120
Daphnia, 307

galeata mendotae, 643
magna, 136, 307, 307
pulicaria, 643, 643

Dasypus novemcinctus (nine-banded
armadillo), 653

Daucus carrota (carrot), 141, 143
deadly nightshade (Atropa belladonna), 566
decapods, 625
deer mouse (Peromyscus), 309
Deinacrida mahoenuiensis (weta), 638
Deleatidium spp. (mayfly), 640
Delia radicum, 288
Delphinium nelsonii (larkspur), 173, 173
Dendroctonus frontalis (southern pine beetle),

136
Dendroica kirtlandii (Kirtland’s warbler), 572
dermestid beetles, 344
desert honeysweet (Tidestromia oblongifolia),

40
Desulfotomaculum spp., 402
dewberries, 268
diatoms, 51–2, 53, 75, 230–1, 231, 237, 264,

328, 537, 539
Dicerorhinus sumatrensis (Sumatran

rhinoceros), 211
Dicrostonyx (lemming), 343, 433

groenlandicus (collared lemming), 435
Dictyoptera, 338
Didelphis virginiana (oppossum), 86
Dinorthidae (moas), 627
Dioclea metacarpa, 85
Diplopoda (millipedes), 330
Dipodomys (kangaroo rat), 352

merriami (Merriam’s kangaroo rat), 287
spectabilis, 174, 174

Dipsacus sylvestris, 178
Diptera, 242, 266, 267, 330, 553
Dipturus

batis (common skate), 198
laevis (barndoor skate), 198
oxyrhinchus (long-nose skate), 198

Distichlis spicata, 638
Ditylenchus, 329
dodder (Cuscuta spp.), 350, 363, 364
Dolly Varden charr (Salvelinus malma), 46,

47, 227, 228, 238

dolphins, 78
Douglas fir (Pseudotsuga menziesii), 112, 114
downy mildew (Bremia lactucae), 363
Dreissena polymorpha (zebra mussel), 190,

199–200, 201
Drepanosiphum platanoidis (sycamore aphid),

309
Drosophila, 13, 14, 113, 116, 339, 620

adiastola, 13
busckii, 339, 340
hydei, 339
immigrans, 339
melanogaster, 114, 121, 144, 339
nebulosa, 255
obscura, 171
recens, 356, 357
serrata, 255
setosimentum, 13
simulans, 339

Dryas, 403
octopetala, 45

duckbill platypus (Ornithorynchus anatinus),
19

ducks, 350
duckweed (Lemna sp.), 50, 90, 92, 166
dune grass (Ammophila breviligulata), 481, 481
dwarf birch (Betula nana), 556

eagles, 266
earthworms, 47, 330, 331, 332, 575
earwig (Forficula spp.), 268
eastern chipmunk (Tamias striatus), 36
Echinogammarus ischnus, 642
Ectyoplasia ferox, 274, 274
Egretta thula (snowy egret), 638
Eichhornia (water hyacinth), 92, 166

paniculata, 182, 182
elephant bird (Aepyornis), 627
elephants, 83, 129, 391, 487
Elimia clavaeformis, 516, 517
elk, 453
elm, 271
Elodea canadensis (Canadian pondweed), 166
Elytrigia repens, 635
emus, 16, 16
Encarsia formosa, 448
Encephalartos, 404
Enchytraeidae (pot worms), 330, 331
Endothia parasitica, 571
Engraulis ringens (Peruvian anchovy), 452,

452, 455
Enhydra lutris (sea otter), 640, 641
Entamoeba histolytica, 349
Enterobacteriacea, 402

Eotetranychus sexmaculatus, 317
Epacridaceae, 398
Ephestia

cautella (almond moth), 144
kuehniella, 245, 246

Epiblema scudderiana (goldenrod gall moth),
38

Epichloe, 396
typhona, 354

Ericaceae (heathers), 397
Eriophorum vaginatum (cottongrass), 556
Erithacus rubecula (robin), 169
Erodium cicutarium, 243, 244
Erophila verna, 101
Escovopsis, 386
Esox lucius (northern pike), 643
Eubacteria, 407
Eucalyptus (gum tree), 5, 25, 173, 275, 280
eucalyptus psyllid (Cardiaspina albitextura),

322, 323
Eupomacentrus apicalis, 495
European eel (Anguilla anguilla), 170
European hare (Lepus aeropaeus), 188, 188
European rabbit (Oryctolagus cuniculus), 378,

446, 566
Eutermes, 338
Euura lasiolepis (sawfly), 430

Fagus
crenata, 328–9, 329
grandifolia (American beech), 486
sylvatica, 340

fairy shrimps, 101
Falco tinnunculus (kestrel), 125, 126, 310
false pink bollworm, 444
Fargesia spathacea, 202
fat hen (Chenopodium album), 92, 172, 444,

635
ferns, 75, 404, 422, 423, 620
Festuca rubra, 194

cv ‘Merlin’, 188
Ficedula hypoleuca (pied flycatcher), 362–3
Ficus (fig), 97, 390

carica, 390
field gentian (Gentiana campestris), 273, 273
field vole (Microtus agrestis), 433, 434
fifteen-spined stickleback (Spinachia

spinachia), 282
fig (Ficus), 24, 97, 390
fig wasp (Blastophaga psenes), 390
finches, 350
fishes, 5, 78, 189, 196, 197, 199, 205, 495,

537, 570, 581, 599, 604, 621, 625, 638,
643
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flagellates, 539
flamingo (Phoeniconaias minor), 536
flatworm (Paragonimus kellicotti), 362
flax (Linum usitatissimum), 151, 152
flea beetles, 270, 270, 271, 272
fleas, 349, 356
flies, 266, 618
Florida manatee (Trichechus manatus), 653
Florinia externa, 288
flour beetles (Tribolium spp.), 134, 135, 372
flycatcher (Monarcha cinerascens), 621
flying squirrel (Pteromys volans), 197–9, 200
forbs, 194, 195
Forficula spp. (earwig), 268
Formica yessensis (red wood ant), 385
fox (Vulpes vulpes), 83, 188
Fragaria (strawberry), 91
Fragilaria virescens, 52, 53
Frankia, 402, 403–4
frogs, 241, 575
fruit-flies (Drosophila spp.), 13, 14, 113, 114,

116, 121, 144, 171, 255, 339, 340, 356,
357, 620

Frustulia rhomboides, 52, 53
Fucus spiralis, 50
fulmars, 126
Fundulus heteroclitus (mummichog), 537
fungi, 40, 79, 92, 326, 327–9, 328, 329, 332,

335, 343, 349, 354, 357, 382, 571, 618
Fungi Imperfecti, 328
Fusarium oxysporum, 369

Gadus morhua (cod), 41, 44, 152, 153, 457,
458

Galaxias spp., 640, 641
Gallium (bedstraw), 229, 231, 238

hercynicum, 229, 238
pumilum, 229, 238

Gammarus, 281, 282, 332
Gasterosteus aculeatus (three-spined

stickleback), 252
gastropods, 85, 245, 247, 450, 569, 612, 640
geckos, 260
Gentiana

campestris (field gentian), 273, 273
cruciata (crossleaved gentian), 272, 385

Gentianella germanica, 207, 208
Geocoris pallens, 269
Geospiza

fortis, 11, 516, 517, 523
fuliginosa, 11
scandens, 11

Gerbillus allenbyi, 251
gerbils, 251

giant ground sloth, 627
giant panda (Ailuropoda melanoleuca), 202,

202, 207, 571
giant rhinoceros beetle (Chalcosoma), 253,

254
Gigartina canaliculata, 491
Glanville fritillary (Melitaea cinxia), 181, 181,

183, 183
Glaucidium passerinum (pigmy owl), 569,

569
glaucous-winged gull (Larus glaucescens),

580
Glomeromycota, 398
Glomus, 399, 399, 400
Glossina spp. (tsetse fly), 349, 393
Glossoma nigrior (caddis-fly), 571–2, 572, 

573
gluttons, 343
Glycine

javanica, 248, 249, 249
max (soybean), 402, 634, 634
soja, 404, 405

goats, 639
goldenrod (Solidago), 116
goldenrod gall moth (Epiblema scudderiana),

38
Goniastrea aspera, 396
goose barnacle (Pollicipes polymerus), 580
Gordius, 354
gorse (Ulex europaeus), 297, 638
goshawk (Accipiter gentilis), 208
Gossypium hirsutum (cotton), 448
granulovirus, 348, 358, 359, 372, 373
grasses, 194, 242, 248, 260–1, 261, 262, 271
grasshoppers, 139, 139, 171, 275, 275, 570
gray-tailed voles (Microtus canicaudus), 176
great gerbil (Rhombomys optimus), 352
great spotted cuckoo (Clamator glandarius),

350
great tit (Parus major), 104, 105, 122, 155,

177, 230, 284, 291, 291, 292, 351
green peach aphid (Myzus persicae), 268
grey birch, 483
grey squirrel (Sciurus carolensis), 572
Grindelia lanceolata, 97
ground squirrels, 305
groundsel (Senecio vulgaris), 97
gum tree (Eucalyptus), 5, 25, 173, 275, 280
Gunnera, 404
guppy (Poecilia reticulata), 119, 120, 121,

281, 281, 282
Gymnarrhena micrantha, 175
gymnosperms, 626, 627
gypsy moth (Lymantria dispar), 271, 288

Haematobia irritans exigua (buffalo fly), 342
Haematopus

bachmani, 580
ostralegus, 155, 157

halibut, 453
Haliotidae, 640
Haliotus rufescens (red abalone), 640, 641
Haplopappus squarrosus, 272
hares, 286, 341, 391
Harmonia axyridis, 463, 463, 464
hawk (Henicopernis longicauda), 621
heath hen (Tympanychus cupido cupido), 208–9
heathers (Ericaceae), 397
hedgehogs, 83, 639
Heliconia, 556
Heliconius, 88
Heliocopris dilloni (African dung beetle), 341,

342
Heliothis zea (cotton bollworm), 443, 444
Helisoma trivolvis, 584, 585
helminth worms, 349
Helminthosporium maydis (southern corn leaf

blight), 46, 46
Hemidactylus frenatus, 260
Hemigymnus malapterus, 382, 383
hemlock, 18
Henicopernis longicauda (hawk), 621
herons, 323, 324, 411, 621
herpes virus, 366
Herpestes

edwardsii, 251, 251
javanicus, 251, 251, 252
smithii, 251, 251

herring gull (Larus argentatus), 11, 11
herrings, 455
Hesperia comma (silver-spotted skipper), 184
Hesperoleucas symmetricus (roach), 581
Heteractis

crispa, 555
magnifica, 553, 555

Heteromeles arbutifolia, 66, 66–7, 67
heteropteran bugs, 448
hickory, 167
Hippophaë (sea buckthorn), 403
Hirondella, 345
Histrio pictus (sargassum fish), 85
Holcus lanatus, 93, 94, 242
holothurians, 625
Homo sapiens, 100, 101, 136, 137, 186, 186,

385, 627
homopterans, 393, 394
honey fungus (Armillaria mellea), 357
honeyeater (Myzomela pammelaena), 621
hookworms, 370
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horses, 83, 391
house mouse (Mus domesticus), 411, 412
housefly (Musca domestica), 446
Howardula aoronymphium, 357, 357
hummingbirds, 389
Hyacinthoides non-scripta (bluebell), 399, 399,

400
Hydra, 90

viridis, 395
Hydrobia

ulvae, 253, 254, 334, 576
ventrosa, 253, 254

hydroids, 91, 92, 381
Hydrurga leptonynx (leopard seal), 28, 28
hyena (Crocuta crocuta), 343
Hyla chrysoscelis, 241, 575, 575
Hyla crucifer, 259
Hymenolepis microstoma, 356
Hymenoptera, 267, 553
Hyphomycetes, 328, 328
Hypochrysops halyetus, 221, 222

Icerya purchasi (cottony cushion-scale
insect), 297, 447

Idotea granulosa, 268
Impatiens pallida, 152, 153
Indian meal moth (Plodia interpunctella),

113, 144
insects, 35, 47, 84, 89, 128, 171, 176, 266,

267, 268, 278, 278, 335, 335, 339, 350, 389,
390, 393–5, 413, 414, 447, 448, 552, 552,
553, 571, 580, 604, 615, 625, 625, 626, 627

Ipomea tricolor (morning glory), 153, 154
Ips

duplicatus, 259
typographus, 259

Ishnura elegans, 307
isopods, 47, 51, 102, 268, 330, 332, 340, 383,

615
Isoptera, 392
Isotomiella minor, 339
Ixodes, 639

scapularis (black-legged tick), 640

jack pine, 18
Juncus

effusus, 637
gerardi, 141
squarrosus (rush), 46

Juniperus communis, 481
Junonia coenia (buckeye butterfly), 73

kakapo (Strigops habroptilus), 579–80
kangaroo rats (Dipodomys spp.), 174, 174, 352

kangaroos, 391, 635
Kelletia kelletii, 245, 247
kelp, 381, 566
Kemp’s ridley sea turtle (Lepidochelys kempi),

419, 420
Keratella

cochlearis, 83
tecta, 476, 477
tropica, 476, 477

kestrel (Falco tinnunculus), 125, 126, 310
killifish (Rivulus hartii), 119, 120
Kirtland’s warbler (Dendroica kirtlandii),

572
kiwi, 16, 16
knot (Calidris canutus), 169, 170
koala (Phasolarctos cinereus), 5, 213–14, 214,

215

Labroides dimidiatus (cleaner fish), 382, 383
lacewings (Chrysopidae), 448
Lactobacillus sakei, 141
Lactuca sativa (lettuce), 363, 364
ladybird beetle (Rodolia cardinalis), 447
lagomorphs, 83
Lagopus lagopus scoticus (red grouse), 363,

373, 374, 375, 424, 429–31, 431
Laguncularia racemosa (white mangrove),

493
Lantana camara, 194, 195
larch (Larix), 22, 268
larch budmoth (Zeiraphera diniana), 268
large blue butterflies (Maculinea spp.), 272,

386
largemouth bass, 286, 287
Larix (larch), 22, 268

laricina, 481
larkspur (Delphinium nelsonii), 173, 173
Larus

argentatus (herring gull), 11, 11
fuscus (lesser black-backed gull), 10, 11,

11
glaucescens (glaucous-winged gull), 580

Lasiocampa quercus (oak eggar moth), 83
leaf-eared mouse (Phyllotis darwini), 428
leaf root aphid (Pemphigus bursarius), 363
Ledum palustre, 556
leeches, 266
legumes, 248, 528, 545
lemmings, 304, 343, 425, 425, 429, 433–7
Lemmus (lemming), 343, 433

sibiricus (brown lemming), 437
Lemna sp. (duckweed), 50, 90, 92, 166
lemurs, 24, 25
leopard frog (Rana pipiens), 95

leopard seal (Hydrurga leptonynx), 28, 28
Lepetodrilus elevatus, 569
Lepidaploa tortuosa, 246
Lepidochelys kempi (Kemp’s ridley sea turtle),

420, 419
Lepidodactylus lugubris, 260
Lepidoptera, 429, 627
Lepomis macrochirus (bluegill sunfish), 284,

286, 286, 287
Leptasterias, 595
Leptinotarsa decemlineata (Colorado potato

beetle), 33, 177, 178, 415, 415–16, 416,
417

Leptonychotes weddellii (Weddell seal), 28, 28
Lepus

aeropaeus (European hare), 188, 188
americanus (snowshoe hare), 298, 303,

426, 426, 427
Lespedeza davurica, 482
lesser black-backed gull (Larus fuscus), 10,

11, 11
lesser snow goose (Chen caerulescens

caerulescens), 585
lesser white-fronted goose (Anser erythropus),

201
lettuce (Lactuca sativa), 363, 364
lettuce necrotic yellow virus, 349
Leucanthemum vulgare, 194
lianas, 24
lice, 349, 363, 394
lichens, 21, 22, 49, 381, 400–1, 401
Limenitis archippus (viceroy butterfly),

85, 86
limpets, 50, 141, 142, 145, 493, 566, 568,

569, 580, 595
Linum usitatissimum (flax), 151, 152
lion (Panthera leo), 284, 343
Listronotus oregonensis, 291, 292
Littorina, 595

littorea (periwinkle), 568
obtusata, 268, 269

liver flukes, 266
liverworts, 50, 404
lizards, 35, 36, 116, 116, 363, 557–8, 559,

561, 561, 562, 570, 572, 582, 622
Lobelia, 121, 122

keniensis, 121, 122
telekii, 121, 122

Lobodon carcinophagus (crab-eater seal), 28,
28

lobster, 245, 247
Loligo, 453, 454
Lolium perenne (perennial rye grass), 142,

156, 158, 242, 253–4, 255

••••

EIPD02  10/24/05  2:22 PM  Page 707



708 ORGANISM INDEX

long-nose skate (Dipturus oxyrhinchus), 198
Lonicera japonica, 91
loose smut (Ustilago tritici), 352
Lottia

digitalis, 580
pelta, 580
strigatella, 580

louse fly, 351
Loxodonta africana (African elephant),

214–16, 215, 216
Lucilia (blowfly), 343

cuprina (sheep blowfly), 326, 351
lycaenid butterflies, 385
Lygus hesperus (lygus bug), 443, 444
Lymantria dispar (gypsy moth), 271, 288
Lymnaea elodes, 241
Lynx canadensis (Canadian lynx), 298, 303,

426, 426, 427

Macaranga, 554, 556
gigantea, 554, 556
trachyphylla, 554, 556

Machilus thunbergii, 480, 480
Macropygia (cuckoo-dove), 559, 561, 562

mackinlayi, 561, 562
nigrirostris, 561, 562

Macrotermitinae, 393
Maculinea

arion, 385
rebeli, 272, 385

magpie (Pica pica), 350
maize (Zea mays), 37, 234, 234, 385, 634, 634
Malvastrum coccineum, 77
mammals, 35, 127, 129, 129, 176, 203, 339,

341, 343, 352, 352, 392, 402, 415, 604,
607, 612, 622, 626, 627

marsupial, 19–20, 21
placental, 19–20, 21

Mammestra configurata, 270, 270
mammoths, 627
Manduca sexta, 268, 269
mangroves, 49, 171, 493, 495, 495, 522, 615,

619
mantids, 555
Mantis religiosa, 555
maple (Acer spp.), 65, 470, 481
Marmota marmota (alpine marmot), 453–4
marsh tit (Parus palustris), 230
marsh wren (Cistothorus palustris), 638
marsupials, 196, 196, 389, 391, 627
Mastomys natalensis (multimammate rat),

428, 428
mayflies, 286, 641
meadow goldenrod (Solidago altissima), 485

measles virus, 266, 347, 349, 370–1
Megadrili (earthworms), 330
Megadyptes antipodes (yellow-eyed penguin),

207
Melampus bidentatus, 638, 639
Melilotus alba (white sweet clover), 97
Melitaea cinxia (Glanville fritillary), 181, 181,

183, 183
Melospiza melodia (song sparrow), 638
Meriones tristrami, 251
Merriam’s kangaroo rat (Dipodomys

merriami), 287
Mesaphorura yosii, 339
Mesodinium rubrum, 395
Metapeira datona, 570
Metridium senile, 484
mice, 129, 286
Microbotryum violaceum, 387
Microplitis croceipes, 307
Micropus apus (swift), 110, 411
microsporidia, 572
microtine rodents, 305, 425, 425, 433–7, 435
Microtus (voles), 433

agrestis (field vole), 433, 434
arvalis (common vole), 433
canicaudus (gray-tailed voles), 176
townsendii (Townsend’s vole), 174, 175

midges, 78, 596
milkweed (Asclepias sp.), 85
millipedes (Diplopoda), 86, 330
Minuartia uniflora, 259, 259
Missouri goldenrod (Solidago missouriensis),

172, 172
mistletoe (Phoraradendron spp.), 266, 350
mites, 33, 34, 165, 317, 317, 319, 327, 330,

331, 345, 349, 448, 596
moas (Dinorthidae), 627
moles, 86
molluscs, 47, 330, 604
Molothrus ater (brown-headed cowbird), 572
monarch butterfly (Danaus plexippus), 85,

86, 192, 192–3, 193
Monarcha cinerascens (flycatcher), 621
mongooses, 251
monotremes, 19
Montastraea

annularis, 396, 397
faveolata, 396

Monterey pine (Pinus radiatus), 510
moose (Alces alces), 105, 304, 305, 571
Mora, 110
morning glory (Ipomea tricolor), 153, 154
Morone chrysops, 643
Mortierella rammanniana, 329, 329

mosquitoes, 101, 219–20, 440, 596
mosses, 21, 22, 50, 70, 381, 618
Motacilla alba yarrellii (pied wagtail), 280
mountain beech (Nothofagus solandri), 160
Mucor, 327

pusillus, 40
mudsnails (Hydrobia), 253, 254, 576
mule deer (Odocoileus hemious), 169, 453
multimammate rat (Mastomys natalensis),

428, 428
mummichog (Fundulus heteroclitus), 537
Mus domesticus (house mouse), 411, 412
Musca

domestica (housefly), 446
vetustissima (bushfly), 342

Musculista senhousia (mussel), 304, 305
muskoxen, 453
mussels, 5, 119, 161, 199, 240, 281, 304, 305,

492–3, 493, 494, 568
mustard (Sinapsis alba), 270, 270, 360
Mustela erminea (stoat), 194, 310, 435, 639
mustelids, 310, 440
Mycobacterium tuberculosis, 347
Myrica (sweet gale), 402, 403
Myrmica schenkii, 385
Mytilus

californianus (Californian mussel), 240,
281, 568, 580

edulis, 280, 281, 281, 595
myxoma virus, 378, 379
Myzomela pammelaena (honeyeater), 621
Myzus persicae (green peach aphid), 268

Nasutitermitinae, 337
natterjack toad (Bufo calamita), 233
Navicula minima, 65
Neapheanops tellkampfi (cave beetle), 133,

133
Necator, 370
nematodes, 47, 101, 329, 330, 331, 332, 349,

352, 354, 356, 357, 363, 373–6, 374, 375,
376, 424, 429, 571

Neodiprion sertifer (pine sawfly), 309
newts, 78
Nicotiana attenuata (wild tobacco), 268
Nicrophorus, 344, 344–5

germanicus, 345
vespilloides, 345

nine-banded armadillo (Dasypus
novemcinctus), 654

ninespine stickleback (Pungitius pungitius),
253, 253

Nippostrongylus brasiliensis, 352
nodding thistle (Carduus nutans), 274, 419
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northern pike (Esox lucius), 643
northern pitcher plant (Sarracenia purpurea),

282
Nostoc, 404
Nostocaceae, 402
Nothofagus solandri (mountain beech), 160
Notonecta hoffmanni (backswimmer), 285
Notophthalmus viridescens (salamander), 575
Nuphar luteum (waterlily), 271

oak (Quercus spp.), 18, 92, 167, 271, 340,
354, 355, 481, 550

oak eggar moth (Lasiocampa quercus), 83
oak gall wasps, 80
oats, 385
Obelia, 91
Ochotona princeps (American pika), 183–4,

184
octopus, 245, 247
Octopus bimaculatus, 245, 247
Odocoileus hemious (mule deer), 169, 453
Oenothera macrocarpa, 272
oligochate worms, 537
Omatophoca rossii (Ross seal), 28, 28
Onchocerca volvulus, 349, 362
Oncorhynchus

mykiss, 581, 641
nerka (Pacific salmon), 97, 170

Oniscus asellus, 340
Onitis, 342

uncinatus, 342
viridualus, 342

Onygenaceae, 343
Ooencyrtus kuwanai, 288
Operophtera

brumata (winter moth), 176
fagata, 340

oppossum (Didelphis virginiana), 86
Opuntia (prickly pear cactus), 11

basilaris, 71
fragilis, 37

orange-crowned warbler (Vermivora celata),
230, 231

orchids, 110
Orconectes rusticus (crayfish), 362
Orgyia vetusta, 307
Ornithorynchus anatinus (duckbill platypus),

19
Oryctolagus cuniculus (European rabbit), 378,

446, 566
Orygyia thyellina (white-spotted tussock

moth), 450
Ostertagia gruehneri, 373, 376
ostrich, 16, 16

otters, 129
Oulema duftschmidi, 34
oyamel (Abies religiosa), 192
oystercatchers (Haematopus spp.), 155, 157,

573, 580

Pacific salmon (Oncorhynchus nerka), 97, 170
painted lady (Vanessa cardui), 170
Palaemonetes

pugio, 48, 49
vulgaris, 48, 49

Palulirus interruptus, 245, 247
pampas grass (Cortaderia selloana), 450
Panicum maximum, 248, 249
Panthera leo (lion), 284, 343
Papaver

argemone, 83
dubium, 83
hybridum, 83
rhoeas, 83
somniferum, 83

Paracantha culta (picture-winged fly), 448,
580

Paragnetina media (stonefly), 572
Paragonimus kellicotti (flatworm), 362
Paralicella, 345
Paramecium

aurelia, 229–30, 230, 237
bursaria, 229–30, 230, 237
caudatum, 229–30, 230, 237

parapox virus, 572
Parasitylenchus nearcticus, 357, 357
Parasponia, 402
Paropsis atomaria (sawfly), 275
Parus, 569, 569

ater (coal tit), 230, 569
caeruleus (blue tit), 230
cristatus (crested tit), 569
major (great tit), 104, 105, 122, 155, 177,

230, 284, 291, 291, 292, 351
montanus (willow tit), 230, 569
palustris (marsh tit), 230

Paspalum, 405, 404
Passiflora, 88
Pasteuria ramosa, 136
Patella cochlear (limpet), 141, 142, 145
pea (Pisum sativum), 234, 234, 402
pea aphid (Acyrthosiphon pisum), 175, 175,

462
Pectinaphora gossypiella (pink bollworm),

448
Pelodera, 329
Pemphigus bursarius (leaf root aphid), 363
penguins, 32, 36

Penicillium, 327
peppered moth (Biston betularia), 7, 8, 8–9,

9
Perca flavescens, 643
perennial rye grass (Lolium perenne), 142,

156, 158, 242, 253–4, 255
periodic cicadas, 168, 168
periwinkle (Littorina littorea), 568
Perognathus

amplus (Arizona pocket mouse), 287
baileyi (Bailey’s pocket mouse), 287

Peromyscus, 309
californicus (California mouse), 174
leucopus (white-footed mouse), 291, 292,

640
Peruvian anchovy (Engraulis ringens), 452,

452, 455
petrels, 126
Petromyzon marinus (sea lamprey), 642
Phascogale tapoatafa, 201
Phaseolus lunatus (bean), 318
Phasolarctos cinereus (koala), 5, 213–14, 214,

215
Pheidole, 581
Philodendron, 35
Philoscia muscorum, 102
Phlebejus argus, 180
Phleum arenarium, 250
Phlox drummondii, 98, 98, 99, 100, 113
Phoeniconaias minor (flamingo), 536
Phoraradendron spp. (mistletoe), 266, 350
Phthorimaea operculella (potato tuber moth),

449, 449
Phycomycetes, 328
Phyllonorycter spp., 268
Phyllotis darwini (leaf-eared mouse), 428
Phyllotreta cruciferae (flea beetle), 270, 270
Physa gyrina, 241
Physella girina, 584, 585
Physobrachia, 383
Phytoseiulus persimilis, 318, 319, 448
Pica pica (magpie), 350
Picea (spruce), 22

abies, 335, 335
crithfeldii, 18
resinosa, 481, 481
strobus, 481

picture-winged fly (Paracantha culta), 448,
580

pied flycatcher (Ficedula hypoleuca), 362–3
pied wagtail (Motacilla alba yarrellii), 280
Pieris

brassicae, 293
rapae, 84, 85, 268, 269
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pigeon (Chalcophaps stephani), 621
pigmy owl (Glaucidium passerinum), 569, 569
pine (Pinus spp.), 22, 173, 195, 481
pine sawfly (Neodiprion sertifer), 309
pink bollworm (Pectinaphora gossypiella), 448
Pinus (pine), 22, 173, 195, 481

albicaulis (whitebark pine), 505
banksiana, 572
densiflora (red pine), 18, 160
ponderosa (ponderosa pine), 530, 645
radiatus (Monterey pine), 510
resinosa, 554
strobus, 481, 481
sylvestris, 398

Piper cenocladum, 581
Piranga olivacea (scarlet tanager), 167
Pisaster, 584, 595

ochraceus, 568
Pisum sativum (pea), 234, 234, 402
Plasmodiophora brassicae, 348, 349
Plasmodium, 349

azurophilum, 363, 572
Platanthera, 389
plate limpet (Acmaea scutum), 280
platte thistle (Cirsium canescens), 448
Platynympha longicaudata, 51
Plectonema nostocorum, 48
Plectrocnemia conspersa, 287–8, 289
Plectroglyphidodon lacrymatus, 495
Plejebus argus (silver-studded blue butterfly),

181, 182
Plodia interpunctella (Indian meal moth),

113, 144, 245, 246, 298, 303, 317, 318,
358, 359, 372, 372–3, 430

Plutella xylostella, 270, 270
Pneumostrongylus tenuis, 571
Poa

annua, 243, 243, 273
pratensis, 260
trivialis, 242

Poecilia reticulata (guppy), 119, 120, 121,
281, 281, 282

Poecilochirus necrophori, 345
polar bears, 343
Pollicipes, 595

polymerus (goose barnacle), 580
polychaete worms, 450, 483
Pomacea, 279
pomacentrid fish, 495
Pomacentrus wardi, 495, 496
ponderosa pine (Pinus ponderosa), 530, 645
poplar (Populus canadensis), 271
poplar hybrids (Populus deltoides x nigra), 188
poppy, 83

Populus, 22
canadensis (poplar), 271
deltoides x nigra (poplar hybrid), 188
tremuloides (trembling aspen), 485, 523,

523
Porcellio scabar, 340
porcupines, 271, 286, 575
Porphyrio hochstetteri (takahe), 193, 194
Posidonia, 49
possums, 639
Postelsia palmaeformis (sea palm), 240
pot worms (Enchytraeidae), 330, 331
potato leaf roll virus, 349
potato tuber moth (Phthorimaea operculella),

449, 449
potoroos, 196
powdery mildew, 348
prairie bunch grass (Schizachyrium

scoparium), 260, 261, 481, 481, 482
prairie dog (Cynomys spp.), 86, 352
praying mantis, 354
prickly pear cactus (Opuntia), 11
primates, 341
Procellariformes, 126
pronghorn antelopes, 453
Protaphorura eichhorni, 339
protozoans, 329, 330, 331, 332, 338, 366,

367, 372, 520
Prunus

pumila, 481
serotina (black cherry), 360
speciosa, 480, 480

Pseudocheirus peregrinus (ringtail possum),
280

Pseudochironomous richardsoni, 581
Pseudochromis fuscus, 570
Pseudomonas, 530

fluorescens, 255, 256, 257, 379
Pseudomyrmex

concolor, 384, 384
ferruginea, 383

Pseudotsuga menziesii (Douglas fir), 112, 114
Psoralia tenuiflora, 77
Pteridium aquilinum (bracken fern), 84, 166,

552
Pteromys volans (flying squirrel), 197–9, 200
Ptychocheilus lucius (Colorado pikeminnow),

189
Puccinellia, 585
Puccinia recondita, 369
Pungitius pungitius (ninespine stickleback),

253, 253
Pyrrhalta nymphaeae (waterlily leaf beetle),

271

Pythium, 361
Pyura praeputialis, 161

Quercus (oak), 354, 355
alba (white oak), 77
cerris, 355
petraea, 355
pubescens, 355
pyrenaica (Spanish oak), 528
robur, 92, 340, 355
rubra (red oak), 481, 485

rabbit, European (Oryctolagus cuniculus),
378, 446, 566

rabbit flea (Spilipsyllus cuniculi), 379
rabbits, 86, 95, 341, 378, 391, 393, 575
Radianthus, 383
ragwort (Senecio), 79, 115, 115, 450
rail (Rallina tricolor), 621
rainbow trout (Oncorhyncus mykiss), 641
Rallina tricolor (rail), 621
Rana

pipiens (leopard frog), 95
sylvatica (wood frog), 417–19, 418
temporaria (common frog), 233

Rangifer
tarandus (caribou), 170, 280, 453
tarandus platyrynchus (Svarlbard reindeer),

373, 375–6, 376
tarandus (reindeer), 142, 168

Ranunculaceae, 389
Ranunculus

bulbosus, 389
ficaria, 389
fluitans (water crowfoot), 50
yezoensis, 472, 474

Raphanus sativus (wild radish), 84, 85, 268,
359, 360

rat (Rattus rattus), 190, 194, 579, 639
ratites, 16
Rattus rattus (rat), 190, 194, 579, 639
rays, 197
red abalone (Haliotus rufescens), 640, 641
red admiral (Vanessa atalanta), 170
red clover (Trifolium pratense), 463
red deer

Cervus elaphus, 102, 103, 103, 103, 104,
104, 119, 133, 134, 421, 421–2

Cervus elaphus scoticus, 194
red fire ant (Solenopsis invicta), 190, 201
red fox (Vulpes vulpes), 310, 376–8
red grouse (Lagopus lagopus scoticus), 363,

373, 374, 375, 424, 429–31, 431
red mangrove (Rhizophora mangle), 493
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red maple, 483
red oak (Quercus rubra), 481, 485
red pine (Pinus densiflora), 18, 160
red squirrel (Sciurus vulgaris), 572
red-winged blackbird (Agelaius phoeniceus),

638
red wood ant (Formica yessensis), 385
redroot pigweed (Amaranthus retroflexus),

249
redshank (Tringa totanus), 288
reindeer (Rangifer tarandus), 142, 168
reptiles, 205, 604, 607, 615, 626
Reticulitermes, 338
rheas, 16, 16
Rhinocyllus conicus (weevil), 274, 419, 448,

580
Rhizobium, 248, 249, 249, 402
Rhizoctonia solani, 359, 360
Rhizophora mangle (red mangrove), 493, 615
Rhizopus, 327
Rhododendron maximum (rosebay

rhododendron), 233
Rhombomys opimus (great gerbil), 352
Rhopalosiphum, 447

padi, 268
Rhyacophila anistee, 572
rice, 385
ringtail possum (Pseudocheirus peregrinus),

280
river herring (Alosa spp.), 197, 199, 642
Rivulus hartii (killifish), 119, 120
roach (Hesperoleucas symmetricus), 581
robin (Erithacus rubecula), 169
rock dove (Columba livia), 363
rodents, 36, 83, 266, 272, 287, 341, 352, 389,

390, 391, 440, 446, 570, 606, 607
Rodolia cardinalis (ladybird beetle), 297, 447
rosebay rhododendron (Rhododendron

maximum), 233
Ross seal (Omatophoca rossii), 28, 28
Rostrahamus sociabilis (snail kite), 279
Rostroraja alba (white skate), 198
rotifers, 83, 330, 331, 332, 476, 477
roundworms, 370
royal catchfly (Silene regia), 216, 216–17, 217
Rubia peregrina (wild madder), 41, 45
ruminants, 53, 82, 392
rush ( Juncus squarrosus), 46
rush moth (Coleophora alticolella), 46
rusts, 266
Rutilus rutilus, 570

saguaro cactus (Carnegiea gigantea), 45
salamanders, 128, 128, 129, 153, 575

Salicornia, 49, 363, 364
Salix, 481

alba (willow), 654
cordata (sand-dune willow), 271, 272
koriyanagi, 637
lasiolepis, 268

Salmo
salar (Atlantic salmon), 170
trutta (brown trout), 139, 139, 140, 190,

286, 581, 640
salmonids, 46, 47, 122, 227, 238
Salvelinus

leucomaenis (white-spotted charr), 46, 47,
227, 228, 238

malma (Dolly Varden charr), 46, 47, 227,
228, 238

Salvina molesta, 423, 423–4
Salvinia (water fern), 166
sand-dune willow (Salix cordata), 271, 272
sand sedge (Carex arenaria), 171
sand shrimp (Crangon septemspinosa), 31, 32
sandpiper (Calidris spp.), 576
sapphire rockcress (Arabis fecunda), 5, 6
sarcophagid flies, 343
sardines, 455
Sargassum filipendula, 84
sargassum fish (Histrio pictus), 85
Sarracenia purpurea (northern pitcher plant),

282, 282
sawflies, 275, 430
Saxifraga bronchialis (spotted saxifrage), 92
Scaphiopus holbrooki, 241, 575, 575, 576
Scarabeidae, 341
scarlet tanager (Piranga olivacea), 167
Sceloporus occidentalis, 116, 116
schistosomes, 348, 349, 370
Schizachyrium scoparium (prairie bunch

grass), 260, 261, 481, 481, 482
Schizocoza spp., 275
Sciurus

carolensis (grey squirrel), 572
vulgaris (red squirrel), 572

Scolytidae, 386
scorpions, 615
sea anemones, 383, 483, 553, 554, 555
sea buckthorn (Hippophaë), 403
sea lamprey (Petromyzon marinus), 642
sea otter (Enhydra lutris), 640, 641
sea palm (Postelsia palmaeformis), 240
sea urchins, 566
seagrape (Coccoloba uvifera), 582
seals, 28, 28, 343
seaweeds, 381, 577
sedge (Carex spp.), 93, 93, 104, 106, 307

Sedum smallii, 259, 259
Senecio, 79

jacobaea (ragwort), 115, 115, 450
vulgaris (groundsel), 97

Sequoia sempervirens (coastal redwood), 159
Seraria viridis, 482
Sericomyrmex, 386
sharks, 196–7, 197
she-oak (Casuarina), 403
sheep, 233, 266, 280, 391
sheep blowfly (Lucilia cuprina), 326, 351
shepherd’s purse (Capsella bursa-pastoris),

145, 243, 243
shipworm (Teledo navalis), 337
shrews, 309
shrimps, 5, 48, 332
sicklepod (Cassia obtusifolia), 249
Silene

alba (white campion), 368, 370, 389
regia (royal catchfly), 216, 216–17, 217

silver birch (Betula pendula), 137, 137
silver-spotted skipper (Hesperia comma), 184
silver-studded blue butterfly (Plejebus argus),

181, 182
Simuliidae, 534
Simulium (blackfly)

damnosum, 446
vittatum, 169

Sinapsis alba (mustard), 270, 270, 360
Sitobion avenae, 447
skates, 197, 198
skylark (Alauda arvensis), 444, 445
sleepy lizard (Tiliqua rugosa), 362
slugs, 271–2, 330
smuts, 266
snail kite (Rostrahamus sociabilis), 279
snails, 86, 169, 199, 241, 253, 254, 268, 279,

330, 334, 576, 584, 585
snowshoe hare (Lepus americanus), 298, 303,

426, 426, 427
snowy egret (Egretta thula), 638
Solanaceae, 270
Solenopsis invicta (red fire ant), 190, 201
Solidago, 116

altissima (meadow goldenrod), 485
missouriensis (Missouri goldenrod), 172,

172
mollis, 77

song sparrow (Melospiza melodia), 638
Sorex (shrew), 309
South American jungle rabbit (Sylvilagus

brasiliensis), 378
southern corn leaf blight (Helminthosporium

maydis), 46, 46
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southern emu-wren (Stipiturus malachurus),
217, 218, 219

southern pine beetle (Dendroctonus frontalis),
136

soybean (Glycine max), 402, 634, 634
Spanish ibex (Capra pyrenaica), 233
Spanish oak (Quercus pyrenaica), 528
Sparaxis grandiflora, 111
Sparganium emersum, 472, 474
sparrowhawk (Accipiter nisus), 113
Spartina, 49, 71

alterniflora, 638
maritima, 334, 334
patens, 638

Spermophilus beldingi (Belding’s ground
squirrel), 175

Sphagnum subsecundum, 70, 70
Sphyrna tiburo, 196
spider mite (Tetranychus urticae), 317, 319,

448
spiders, 163, 275, 275, 570, 571, 582
Spilipsyllus cuniculi (rabbit flea), 379
Spinachia spinachia (fifteen-spined

stickleback), 282
spiny acacia (Acacia nilotic subsp. indica),

220–1, 221
spiny anteater (Tachyglossus aculeatus), 19
spiny mouse (Acomys), 259
Spirillaceae, 402
Spirillum lipiferum, 402
spirochetes, 394
Spirorbis, 381
Spirulina platensis, 48, 536
Spodoptera exigua (beet army worm), 443,

444
sponges, 5, 92, 101, 164, 274, 274, 483, 568
spotted alfalfa aphid (Therioaphis trifolii), 441
spotted sandpiper (Actitis macularia), 638
spotted saxifrage (Saxifraga bronchialis), 92
springtails (Collembola), 37, 39, 330, 331,

338, 339, 339
spruce (Picea), 17, 18, 22, 277, 335, 335
Spumella, 329
squirrels, 271, 273
starfish (Pisaster), 568, 584
starling (Sturnus vulgaris), 194
steelhead trout (Oncorhynchus mykiss), 581
Stellaria media, 243, 243
Stenophylax, 332
Sterna paradisaea (Arctic tern), 169
Stichodactyla mertensii, 555
sticklebacks, 252, 253
stinging nettle (Urtica dioica), 566
Stipa bungeana, 482

Stipiturus malachurus (southern emu-wren),
217, 218, 219

Stizostedion vitreum (walleye), 643
stoat (Mustela erminea), 194, 310, 435, 639
stoneflies, 572, 628, 630
strawberry (Fragaria), 91, 92
Strigops habroptilus (kakapo), 579–80
Strombidinopsis multiauris, 34
Strongyloides ratti, 355, 356
Sturnus vulgaris (starling), 194
Styrax, 635

paralleloneurum, 635
subalpine fir (Abies lasiocarpa), 505
subterranean clover (Trifolium subterraneum),

140
succulents, 24, 40
sugar maple (Acer saccharum), 485
Sumatran rhinoceros (Dicerorhinus

sumatrensis), 211
Svarlbard reindeer (Rangifer tarandus

platyrynchus), 373, 375–6, 376
sweet gale (Myrica), 402, 403
sweet vernal grass (Anthoxanthum odoratum),

188
swift (Micropus apus), 110, 411
sycamore aphid (Drepanosiphum platanoidis),

309
Sylvilagus brasiliensis (South American jungle

rabbit), 378
Symbiodinium, 395, 397
Synechocystis sp., 65
Synedra ulna, 230–1, 231, 237

Tachigali myrmecophila, 384, 384
Tachinomyia similis, 307
Tachyglossus aculeatus (spiny anteater), 19
takahe (Porphyrio hochstetteri), 193, 194
Tamias striatus (eastern chipmunk), 36
Tana River crested mangabey (Cerocebus

galeritus), 213
tapeworms, 266, 348, 349, 356
Taraxacum officinale (dandelion), 119, 120
Tarsobaenus, 581
tawny owl, 310
Tectus niloticus (trochus), 462
Tegula, 450, 595

aureotincta, 245, 247
eiseni, 245, 247

Teledo navalis (shipworm), 337
tenebrionid beetles, 342
Tenodera sinensis, 555
Terebrasabella heterouncinata, 450
termites, 35, 329, 331, 337, 338, 385, 

393–575

Terrelia serratulae, 319, 320
Tetranychus urticae (spider mite), 317, 319,

448
Tetraponera penzigi, 385
Teucrium polium, 68
Thais, 595
Theileria, 352
Therioaphis trifolii (spotted alfalfa aphid),

441
Thermus aquaticus, 40
Thiobacillus

ferroxidans, 48
thioxidans, 48

thistles
Carduus spp., 448, 580
Cirsium spp., 577, 580

Thlaspi caerulescens, 188
Thomson’s gazelle, 275, 276
three-spined stickleback (Gasterosteus

aculeatus), 252
Thrips imaginis (apple thrip), 414
Thuja occidentalis, 481
Thunnus albacares (yellowfin tuna), 460, 460,

461, 462
Thymus serpyllum (wild thyme), 385
ticks, 349, 362, 639
Tidestromia oblongifolia (desert honeysweet),

40
tigers, 266
Tilia cordata, 45
Tiliqua rugosa (sleepy lizard), 362
Timarcha lugens, 233
tinamou, 16, 16
tineid moths, 344
toads, 241, 575
tobacco mosaic virus, 266, 353
Tomocerus, 338
Townsend’s vole (Microtus townsendii), 174,

175
Trachymyrmex, 386
Trebouxia, 400
trematodes, 572–3, 574, 576
trembling aspen (Populus tremuloides), 485,

523, 523
Trialeurodes vaporariorum (whitefly), 448
Tribolium

castaneum, 238–9, 239, 372
confusum, 134, 135, 238–9, 239

Trichechus manatus (Florida manatee),
653

Trichocorixa verticalis, 580
Trichodesmium spp., 539
Trichogramma pretiosum, 295, 295
Trichoplusia ni (cabbage looper), 443, 444
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Trichostrongylus tenuis, 363, 373, 374, 375,
424, 429

Trifolium
hybridum, 630
pratense, 463, 630, 635
repens (white clover), 7, 83, 253–4, 255
subterraneum (subterranean clover), 140

Tringa totanus (redshank), 288
Tripodendron lineatum (ambrosia beetle),

335, 335
Trirhabda canadensis, 172, 172
Trisetum flavescens, 194
Triticum

aestivum (wheat), 385, 447, 634, 634
uniaristatum (wild wheat), 268

trochus (Tectus niloticus), 462
trout, 135, 135
Trybliographa rapae, 288
Trypanosoma, 363
trypanosomes, 349
tsetse fly (Glossina spp.), 349, 394
Tuberculatus quercicola, 385, 386
tuberculosis bacterium, 266
Tubularia crocea, 91
Turbinaria reniformis, 92
turtles, 78
tussock grass (Chionochloa pallens), 276–7,

277
Tympanychus cupido cupido (heath hen),

208–9
Typha (cattail), 124, 126, 233

angustifolia, 124, 126, 233
domingensis, 124, 126
latifolia, 233

Typhlodromus occidentalis, 317
typhoid bacterium, 349
Tyto alba (barn owl), 287

Ulex europaeus (gorse), 297, 638
Ulmaceae, 402
Ulva spp., 491
Umbilicus rupestris, 37, 40
ungulates, 233
Urophora stylata, 319, 320
Ursos

americanus (black bear), 284
arctos (brown bear), 284

Urtica dioica (stinging nettle), 566
Ustilago

tritici (loose smut), 352
violacea (anther smut fungus), 368, 370

Vaccinium vitis-idaea (cranberry), 556
Vallisneria spiralis, 64
Vanessa

atalanta (red admiral), 170
cardui (painted lady), 170

‘vedalia’ ladybird beetle (Rodolia cardinalis),
297

Venturia canescens, 245, 246, 298, 303, 317,
318, 372, 430

Veratrum lobelianum, 577
Vermivora

celata (orange-crowned warbler), 230, 231
virginiae (virginia’s warbler), 230, 231

Vibrio cholerae (cholera bacterium), 199
viburnum whitefly (Aleurotrachelus jelinekii),

323, 323
viceroy butterfly (Limenitis archippus), 85,

86
Vicia faba, 351
vines, 24
Vipera aspis (aspic viper), 113, 114
virginia’s warbler (Vermivora virginiae), 230,

231
voles, 305, 309–11, 425, 425, 429, 433–7
Vulpes vulpes (fox), 83, 188, 376–8
Vulpia

ciliata spp. ambigua, 399, 399, 400
fasciculata, 136, 142, 144, 250, 413

walleye (Stizostedion vitreum), 643
warbler finch (Certhidea olivacea), 11, 13
warthog, 129
wasps, 309, 354, 355, 390–1, 448
water crowfoot (Ranunculus fluitans), 50
water fern (Salvinia), 166
water hyacinth (Eichhornia), 92, 166
water vole (Arvicola terrestris), 180
waterlily (Nuphar luteum), 271
waterlily leaf beetle (Pyrrhalta nymphaeae),

271
weasels, 310, 559
Weddell seal (Leptonychotes weddelli), 28, 28
weevils, 274, 297, 448, 580
weta (Deinacrida mahoenuiensis), 638
whales, 35, 36, 78, 140, 170, 266
wheat (Triticum aestivum), 385, 447, 634, 634
whelks, 568
white campion (Silene alba), 368, 370, 389
white clover (Trifolium repens), 7, 83
white-footed mouse (Peromyscus leucopus),

291, 292, 640

white mangrove (Laguncularia racemosa),
493

white oak (Quercus alba), 77
white pine, 18
white skate (Rostroraja alba), 198
white-spotted charr (Salvelinus leucomaenis),

46, 47, 227, 228, 238
white-spotted tussock moth (Orygyia

thyellina), 450
white sweet clover (Melilotus alba), 97
whitebark pine (Pinus albicaulis), 505
whitefly (Trialeurodes vaporariorum), 448
wild dog, 275, 276
wild madder (Rubia peregrina), 41, 45
wild radish (Raphanus sativus), 84, 85, 268,

359, 360
wild thyme (Thymus serpyllum), 385
wild tobacco (Nicotiana attenuata), 268
wild wheat (Triticum uniaristatum), 268
wildebeest (Connochaetes taurinus), 141, 278,

279
Willemia aspinata, 339
willow (Salix spp.), 268, 654
willow tit (Parus montanus), 230, 569
winter moth (Operophtera brumata), 176
wolf (Canis lupus), 304, 305
wood bison (Bison bison), 307
wood frog (Rana sylvatica), 417–19, 418
woodlice (Isopoda), 330
woodpecker finch (Camarhynchus

(Cactospiza) pallida), 13
woodpigeon (Columba palumbus), 168, 274
Wucheria bancrofti, 349

yeasts, 339
yellow-eyed penguin (Megadyptes antipodes),

207
yellow net virus, 349
yellow star thistle (Centaurea solstitalis), 190
yellowfin tuna (Thunnus albacares), 460, 460,

461, 462
Yersinia pestis, 352
Yucca, 390
yucca moth, 390

Zea mays (corn), 37, 234, 234, 385, 634, 634
zebra mussel (Dreissena polymorpha), 190,

199–200, 201
zebu cow (Bos taurus indicus), 566
Zeiraphera diniana (larch budmoth), 268
Zostera, 49
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abalone fishery management, 640–1
abiotic factors, 30

community population interactions
modulation, 575–6

extreme (harsh environments), 32, 45–6,
611

aboriginal fire management practices, 635,
637

abscission, herbivory response, 268
abundance, 95, 410–38

causal relationships, 411
community characterization, 470, 471
correlations, 410–11, 422, 422
crowding effects, 303–7, 306
demographic approach, 415–22
density approach, 414, 424–9
density-dependent processes, 138, 138,

412, 413, 413, 414, 424
density-independent processes

interaction, 428, 428–9
determinants, 411–13, 413, 414
elasticity analysis, 419–20, 420
experimental studies, 411, 422–4
fluctuations, 411, 412, 414, 414
key factor analysis, 415–19
lambda (λ)-contribution analysis, 419,

421–2
Lotka–Volterra model, 298–9, 300
mechanistic approach, 414, 422–4
multiple equilibria, 320–4
oscillations see abundance cycles
patterns, 297
predation effects, 274–5

regulation, 411–13, 413, 414
stability, 305, 411, 412
study methods, 410, 415
theoretical aspects, 413–15
time-lag equation, 424
time series analysis, 424–7, 425, 430, 430
see also population dynamics; population

size
abundance cycles, 297, 298, 299, 324, 

429–37
autocorrelation function (ACF) analysis,

429, 430, 430
delayed density dependence, 299–301,

301
detection, 302–3, 429–30
extrinsic factors, 429
intrinsic factors, 429
maternal effect model, 434, 434
microtine rodents, 305, 425, 425, 433–7
Nicholson–Bailey model, 301–2
one-generation cycles, 302, 303
predator–prey coupled oscillations, 297,

298
red grouse, 424, 429–31, 431
snowshoe hare–lynx system, 298, 303,

426, 426, 427, 431–3, 432
specialist predator hypothesis, 434,

435–6, 436
abyssal zone, 624
acclimation, 37, 39
acclimatization, 37
acid rain, 51, 546
acidic (low pH) environments, 611

plant nutrient availability, 47
plant tolerance, 47
prokaryote tolerance, 47–8

actinomycetes, nitrogen fixation, 402,
403–4

actinorhiza, 402
nitrogen fixation, 403–4

adaptation, 3
local populations, 5, 6, 7

additive experiments, 249, 249
adhesion/anchorage, 49, 50, 381
age at maturity, 110, 119, 121, 121, 196

body size relationship, 127, 127, 128
age-related dispersal, 176
age-specific reproduction, 99, 104, 105, 105
aggregated distribution, 166, 166, 167, 293,

294
coexistence facilitation, 553
density-dependent dispersal, 168
interspecific competition, 241–4, 242
parasites, 361, 362
parasitoid–host encounters, 312, 313,

313–14, 314
population stabilizing effects, 312–13
predator foraging, 287, 288, 288, 289

response to prey density, 310–12
predator–prey interactions, 314, 315,

316–20
pseudo-interference, 312–13
selfish herd principle, 168
spatial/temporal determinants, 167–8

aggregation of risk, 312–13, 314, 314, 318
parasitoid–host interactions, 312–13, 314,

314, 318, 320, 321
aggression, 237, 430, 553
agriculture, 186

carbon cycle impact, 547–8
ecosystem processes management, 643–5
global expansion, 656, 657 
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habitat restoration, 188, 188
human crop plant/livestock mutualisms,

385
nitrate/phosphate runoff, 528, 544, 545,

644
resistant cultivars, 360, 360
succession management, 634, 634–5

air
adiabatic expansion, 41
see also atmosphere

alcohol dehydrogenase, 339, 340
alcoholic fermentation, 327
aldrin, 441
algae

aquatic invertebrate symbionts, 395–7
coral reef, 382, 395–7
four-level trophic food webs, 581
intertidal zone, 49, 50
lichen phytobionts, 400–1
photosynthetic pigments, 63

absorption spectra, 65
alkaline environments, 48
Allee effect, 310, 321, 324
allelopathy, 232–3, 237, 274
allochthonous primary production, 500, 502
allometry, 127, 127–9
allopatric populations, 250, 251

character displacement studies, 253, 253,
254

realized niche, 251
allopatric speciation, 10
alpha (α) diversity, 604
alternative stable states, 183, 322–4
altitude

migrations, 169
species richness gradients, 603, 623,

623–4, 624
temperature variation, 41

aluminium, 546
amebic dysentery, 349
amensalism, 226
ammonia, 530, 545, 546
amphibian fossil record, 626
anadromous species, 197
anaerobic metabolism, decomposers, 327–8
analogous structures, 19, 19
animal food sources, 79–80

carbon : nitrogen ratios, 79
nutritional composition, 81

animals
defenses, 85, 274
dispersal, 165–6
exploration, 165–6
food availability fluctuations, 276–8

foraging behavior see foraging
self-thinning populations, 161

annual–biennials, 102
annual plants, 96, 97, 612

gaps colonization, 240
postponed reproduction, 102

herbivory-related, 273
seed banks, 101–2, 102
seeds, 172

annual species, 98–101
cohort life tables, 98, 98–9
discrete generations, 98

annual variations
atmospheric carbon dioxide, 548, 549
energy flow, 523, 524

ant mutualisms, 221, 222, 338
aphid ‘farming’, 385–6, 386
blue butterflies, 385
fungal farming, 385–7
plants, 383–5, 384

ants
leaf-cutting, 386–7, 387
seed predation, 272
species richness, 606–7

aphids
ant ‘farming’ mutualism, 385–6, 386
biological control, 447–8, 462–3, 463, 464
dispersal dimorphism (winged/wingless

morphs), 175, 175
mouthparts, 79, 80
mycetocyte symbionts, 395

phylogenetic analysis, 394, 395
pest control measures, 441
plant virus transmission, 349

aposematism, 86
apparency theory, 84
apparent competition, 244–8, 245, 246, 247,

260
aquatic biomes, 24
aquatic environments

carbon cycle, 547
carbon dioxide levels, 69–70
clonal dispersal, 166
euphotic zone, 513, 515, 515
nutrient budgets, 533–9
oxygen levels, 78
photosynthetic pigments, 63
primary productivity, 500–1, 502, 504, 504

biomass relationship, 504
depth relationship, 515, 515
limiting factors, 512–15

productivity assessment methods, 499
radiation intensity/quality, 60, 61, 62
trophic cascades, 583

arbuscular mycorrhizas, 397, 398–400, 399,
645

old field succession, 487, 488
area-restricted search, 287, 288
arid regions, primary productivity, 507, 509
artificial selection, 37
aspirin, 653
assembly rules, 620
assimilation efficiency (AE), 519, 520
asulam, 442
atmosphere, 526

ammonia, 545, 546
carbon dioxide, 52, 69, 527, 547, 548, 549

annual variation in increase, 548, 548
nitrogen, 527, 545
nutrient wetfall/dryfall, 528, 529, 546
sulfur, 546
terrestrial nutrient losses, 530
water vapor, 52, 540

autochthonous primary production, 500, 502
autocoprophagy, 341
autocorrelation function (ACF) analysis,

429, 430, 430
autolysis, 327
autotrophs, 78–9

respiration, 500
Azotobacteria, nitrogen fixation, 402

Bacillaceae, nitrogen fixation, 402
bacteria

biological control agents, 448
decomposers, 326, 327–9, 331, 332, 333,

334
immune response, 353, 366
insect mycetocyte symbionts, 394
microparasites, 349

host coevolution, 379, 379, 380
niche differentiation experiments, 255,

256, 257
nitrogen fixation, 402
pH extremes tolerance, 47–8
photosynthetic pigments, 59
ruminant gut, 391, 392
secondary productivity, 516, 517
serial endosymbiosis theory of

mitochondial evolution, 408
specialist consumers (microbivores), 329
sulfate-reducing, 546
termite gut, 394
thermophilic, 40
vertebrate gut mutualisms, 391

bacteriochlorophyll, 59
bacteriophage/host coevolution, 379, 379,

380
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Bancroftian filariasis, 349
barnacles

cohort life tables, 107, 108
interspecific competition, 227–9, 232,

233, 238
basic reproductive rate see R0

basking, 35
bat pollinators, 389
Batesian mimicry, 86
beetles

burying activities, 344, 344–5
carrion consumption, 342
dung removal activities, 341–2, 342
fungal farming mutualism, 386–7
mutual antagonism, 238–9, 239

behavioral response to parasite infection,
354

benthic communities, 624, 625
water flow hazards, 50

benzoin gardens, 635, 636
bicarbonate ions, 70
biennial species, 97

seeds, 172
bilharzia see schistosomiasis
biliproteins, 63, 64
biodiversity, 471, 472, 472, 565, 602

definition, 602
diversity indices, 471–2
economic perspective, 653–4
ecosystem functioning, 627
hotspots, 649
management, 646–52
parasites, 347–51

biogeochemical cycles, 526–7, 542–8, 
543

human activities perturbation, 544
biogeochemistry, 526–7
biological control, 297, 320, 321, 420,

422–4, 423, 447–8
classical (importation), 447
conservation, 447–8
dung-removing beetles, 341, 342
impact on nontarget species, 448
inoculation, 447, 448
inundation, 447, 448
patchy habitats, 462–3, 463, 464

biological species (biospecies), 9, 11
biomass

community characterization, 473
definition, 499–500
primary production, 500, 504–5, 505
secondary production, 500

biomes
aquatic, 24
terrestrial, 20–4, 22

biosecurity, 187
priorities for invasive species, 194–6

bipyridyliums, 442
bird pox, 571
birds

age-biased disperal, 176
assembly rules, 620
body weight, 128
breeding seasons, 102
brood parasites, 350, 350–1
clutch size, 110, 122, 125, 126, 126
coexistence, 230, 232, 238
distribution gradients, 487, 488
ectoparasite specialization, 352
extinctions, 203
flightless, 13, 16
forest gap abundance, 493
incidence functions, 620, 621
insectivorous, 283–4
introduced species invasions, 195
island biogeography, 619, 620, 621
local subpopulation extinctions, 209
migration, 169–70
minimum viable population (MVP)

estimates, 210–11, 210
pathogens, 571
population size (abundance) regulation,

414
population stability, 414
predation, 287, 310

chemical defenses, 85
industrial melanism, 9
trophic cascades, 580, 581

predator-mediated coexistence, 569, 
570

salt marsh community restoration, 639,
639

scavenging detritivores, 343
seed-eating, 83
seeds dispersal, 165
sex-biased dispersal, 176
species richness, 612

determinants, 606, 607
remote islands, 618
successional gradients, 625, 625

species turnover, 619, 620
temperature regulation, 35
territorality, 155, 176

birth/birth rate, 89, 95, 106
assessment, 95
density-dependence, 135, 138, 138

body size, 89, 119
age at maturity relationship, 127, 127,

128
allometric relationships, 127–8

competition effects, 151–2, 152, 153
asymmetric interspecific, 233

decomposers (terrestrial), 330, 330
divergent evolution, 561, 561
extinction risk relationship, 196, 196
habitat classification, 119
niche differentiation, 559, 560–1
offspring size-sensitive/-insensitive

habitats, 118, 119, 120
optimization approaches, 110, 111, 111
phylogenetic constraints, 127, 128, 130
r/K selection, 124, 130
surface area : volume ratios, 128
temperature effects (temperature–size

rule), 33–4, 34
trophic level relationships, 597

body temperature regulation, 34–6, 36
botanical insecticides, 441
breeding barriers, 10
breeding seasons, 102–5
brine lakes, 24
brood parasites, 350, 350–1, 572

interspecific, 350
intraspecific, 350
polymorphisms (gentes), 350–1

brood site pollination, 390, 390–1
burrowers, 575
burying beetles, 344, 344–5

mite mutulism, 345
butterfly–ant mutualisms, 385

C3 pathway, 68, 70–1, 73
Calvin–Benson cycle, 70–1
water-use efficiency, 68, 71

C4 pathway, 68, 70, 71, 72, 72, 73, 507
Hatch–Slack cycle, 71
water-use efficiency, 68, 71

calcium, 527, 536
Calvin–Benson cycle, 70–1
canonical correspondence analysis, 476, 

477
niche display, 190, 190

captive breeding programs, 212
capture–recapture method, 95
carbamates, 441, 442
carbaryl, 441
carbohydrates

decomposer metabolism, 327
ectomycorrhiza-related flows, 398–9
leaf litter decomposition, 328, 329

carbon cycle, 525, 530, 543, 547–8
forest age-related changes, 530–1, 531
human activities perturbation, 544
ocean, 538, 540
sinks/sources, 500
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carbon dioxide, 86, 547
absorption by oceans, 54
aquatic environments, 69–70
atmosphere, 527
carbon cycling, 525, 530
flux beneath forest canopy, 69, 69
increased levels

decomposer community impact, 80, 82
geological timescales, 72
human activities production, 52, 53,

53, 71–2
plant responses, 71–3, 73, 82

photosynthesis, 58, 69–73
terrestrial primary productivity, 505, 506

carbon : nitrogen ratios, 79, 80, 336, 512,
522, 533

soils, 337
carbon : phosphorus ratios, 336, 512, 522
carbonates, 547
carbonic acid, 70
carnivores, 25, 80, 196, 266

assimilation efficiency (AE), 520
community structure influence, 568–71,

575
fecal matter decomposition, 341
food preferences, 279
freshwater detritivores, 332, 332
nutritional content of foods, 80
opportunistic carrion-feeders, 343
weakest prey selection, 275, 276, 284

carnivorous plants, 282, 282
carotenoids, 63, 64
carrion, 241

bone/hair/feathers decomposition, 343–4
burying beetle (Nicrophorus) activities,

344, 344–5
carcass site successional processes,

489–90
detritivore consumption, 342–5, 344
enzymatic requirements for digestion, 343
facultative consumption, 343, 343
necrotrophic parasites, 352
sea-bed scavengers, 345
small mammal carcasses decomposition,

335, 336, 343, 344
carrying capacity (K ), 138, 138–40, 141

competition models, 146, 147
K selection, 123–4

catastrophic events, 50
caves, 611

detritivore communities, 333
cecum fermentation chamber, 391, 391
cellular automaton, 242
cellulases, 82, 328, 338–9, 392, 520

animal origin, 337, 338, 339

decomposers, 338
detritivore digestive mutualism, 337

cellulose, 79, 82, 83, 385, 520
decomposer metabolism, 328
digestion

detritivores, 337–8, 338
termite gut microbiota, 392–3
vertebrate mutualistic microbiota,

391
Chagas’ disease, 640
chamaephytes, 25
chaos, 150

detection in ecological systems, 150, 426
population dynamics, 149–50

chaparral, 23–4
character displacement, 251–3, 252, 253, 

254
checkerboard distribution, 561–4, 562, 564
chemical defenses, 83–5, 85, 87, 268

animals, 85, 274
apparency theory, 84
constitutive, 83
digestion-reducing chemicals, 84
inducible, 83
toxins, 84

chemical pesticides, 441–4
resistance, 446, 446

chemosynthesis, 58
Chernobyl nuclear accident, 52
chilling injury, 36–7
chitin-synthesis inhibitors, 441
chlordane, 441
chlorinated hydrocarbons, 441, 444
chlorofluorocarbons, 53
chlorophyll, 59, 63, 64

productivity assessment, 499
chloroplasts, 66

evolution, 408
Chlorphoxim, 446, 446
choke disease of grasses, 396
cleaner fish/client mutualism, 382, 382–3
climate

modeling, 54
species richness influence, 603, 612, 612
see also global climate change; weather

climax community, 488–9, 637
cline, 10–11, 11
clonal dispersal, 166
club-root disease, 348, 349
cluster analysis, 476, 477
clutch size, 110, 113, 116, 116, 122–3, 126,

125, 126
allometric relationships, 128, 128, 129
offspring number–fitness trade-off,

122–3, 123

cockroach digestive mutualism, 338
cod fishery management, 457–8, 458
coevolution, 27, 86, 285

‘arms races’, 83, 84, 285
parasite–host, 351, 352, 378–9, 379, 380

coexistence, 28, 229, 230, 232, 234, 237
aggregated distributions, 241–4, 242
environmental fluctuations, 241
in ephemeral patches, 241
exploitation

more than two resources, 264–5, 265
single resource, 259–61, 261
two resources, 261, 263, 263–4

exploiter-mediated, 566, 566
fugitive/perennial species, 240, 240
gap colonization, 240, 406, 495–6
interspecific competition, 550, 552, 

564–5
limits to similarity, 257–8
niche differentiation, 237, 242, 243, 245,

256–8, 259, 263–4, 553, 556–7
parasite-mediated, 571–2, 572
parasites, 356
predator-mediated, 568, 569
resource-utilization curves, 257, 257–8
space preemption, 240–1, 241

cohort generation time, 107
cohort life tables, 107

annual species, 98, 98–9
intrinsic rate of natural increase (r)

calculation, 107, 108
repeatedly breeding individuals, 102, 103,

103, 105
cold tolerance, 36–9, 40

genetic aspects, 37–9, 40
collagenase, 343
collector detritivores, 332, 333
collector–filterers, 332, 332, 534
collector–gatherers, 332, 332
colon fermentation chamber, 391, 391
colonization, 31, 414, 414

dead matter by decomposers, 327
fugitive species, 240
gaps, 492–3, 565
habitat patch populations, 180, 181
interspecific competition, 239, 240
island species richness, 617–18
local plant populations, 182
metapopulations, 183, 185

stability, 181
new island of Surtsey, 617–18, 619
r/K species, 124, 180
space preemption, 240–1, 241
succession mechanisms, 483–4

commensalism, 381–2
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common garden experiments, 5, 6, 7, 7–8
communities, 20–5, 467, 469–98

assemblage rules/constraints, 469, 469
boundaries, 478
classification, 477–8
climax, 488–9
collective properties, 469, 470
competition effects, 550–65
competition prevalence, 550–2
complexity, 586, 588–93
composition characterization, 470–3
diversity indices, 471–2
dominance-controlled, 479, 489–90
dynamically robust/dynamically fragile,

586
emergent properties, 469, 470
energy flow, 473
equilibrium/nonequilibrium theories,

565
founder-controlled, 479, 493, 495–6
gradient analysis, 474
habitat scale, 470
individualistic concept, 478
landscape perspective, 496–7
as level of organization, 478
life form spectra, 24–5
necromass, 486–7
ordination, 477–8
parasitism influences, 571–5
patch dynamics, 489–96
population interactions, 550–77

facilitation, 577
modulation by physical conditions,

575–6
predation influences, 566–71, 573–5
rank–abundance diagrams, 472–3, 473,

474
resilience, 586, 590, 592–3, 593
resistance, 586, 589
response to disturbance, 479
spatial patterns, 474–8
species richness, 470–1, 471
stability, mathematical models, 586–8,

589
succession see succession
superorganism concept, 478
temporal patterns, 478–82
trophic structure, 517–19, 518, 585

compensation point, 63, 71
competition, 31, 58

ant mutualisms, 383
apparent (for enemy-free space), 244–8,

245, 246, 247, 260, 605
asymmetric, 151–3, 153, 233

resource preemption, 152–3
size inequalities, 151–2, 152, 153
skewed distributions, 152, 152, 153,

153
compensation, 143, 145, 147, 148
contest, 143, 145, 155
definition, 132
density-dependence

mortality/fecundity, 134–5, 135
population growth, 141–2

environmental influences, 46, 47, 241
exploitation, 132–3, 133, 232–3

more than two resources, 264–5, 265
single resource, 260–1, 261
two resources, 261, 263, 263–4

food web effects, 578, 579
interference, 132–3, 232, 293

mutual predator/prey, 304, 305, 307
interspecific, 225, 226, 227–65

additive experiments, 249, 249
aggregated distributions, 241–4, 242
allelopathy, 232–3
character displacement, 251–3, 252
coexistence, 229, 230, 232, 234, 237,

550, 564–5
community organization influence,

550–65, 575, 576
community structuring power, 552–3
competitive exclusion, 229, 232, 234,

237–8
competitive release, 251, 252
ecological aspects, 232
evolutionary effects, 232, 250–7
extinctions, 559–60
logistic (‘Lotka–Volterra’) model,

234–7, 238, 239
mutual antagonism, 238–9
natural experiments, 253–4, 255
negatively associated distributions,

561–4, 562
niche differentiation, 553–9
preemptive, 239, 240–1, 241
prevalence in communities, 550–2
resource interdependence, 233–4
response surface analysis, 249–50, 250
selection experiments, 254–7
species richness influence, 603, 605
substitutive experiments, 248–9, 249
symmetric/asymmetric, 233

intraspecific, 132–62
predation-related reduction, 274–5

kin competition avoidance, 173–4
mathmatical models, 146–51

continuous breeding, 150–1

discrete breeding seasons, 146–50
population dynamics, 148–9, 149
time lags incorporation, 147–8

modular organisms, 166
nitrogen-fixing mutualisms, 404–5, 405
one-sided, 133–4
parasite burden effects, 363
parasites within hosts, 355–6, 357
plants/decomposers for minerals, 76,

336–7
population density (crowding), 135–7
population size regulation, 138–41, 139,

153
quantification, 142–5, 144, 145

effects on fecundity/growth, 145, 145
r/K selection, 124
scramble, 143, 145, 148
self-thinning, 156–61
succession mechanisms, 483–4
territorality, 154, 155–6, 156

competition coefficient, 257–8
competition coefficient (α), 234
competitive exclusion, 229, 232, 234, 237–8,

251, 550, 565, 607
gaps colonization, 240
niche theory, 237–8

Competitive Exclusion Principle (Gause’s
Principle), 238, 257

competitive lottery, 495
competitive release, 251, 252
complementarity, 629, 630
Congo hemorrhagic fever, 640
conservation, 187, 192–3

economic aspects, 653
head-starting programs, 420
landscape restoration, 188, 188
management interventions, 217

global climate change impact, 221–2
metapopulations, 217–18, 218, 219
migratory species, 201–3
population dynamics of small

populations, 203–18
population viability analysis (PVA),

209–17
priorities, 204–5, 207
succession management, 638
systematic planning, 648–9
threatened species lists, 204, 205

conservation biological control, 447–8
conservation reserves, 192, 193

area modeling, 214–16
linkage zones, 202, 203
location, 218, 222, 646–51
migratory species, 202–3
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constant final yield, 141–2, 143, 144, 355,
356

consumers (heterotrophs), 58, 79, 266
effects of consumption, 276–8
food quality, 278, 279
heterotrophic respiration, 500
ideal free distribution, 293–5, 294
resources relationship, 336
satiation, 276, 277, 278
secondary productivity, 500
trophic levels, 516

consumption efficiency (CE), 519, 519, 522
contact rate, 358–60
continentality, temperature effects, 41
continuous-time models, 314–15
convergent evolution, 19–20
copper, 528

environmental contamination, 188
coprophagy, 338, 391, 393

detritivores, 336, 339
invertebrate feces, 340, 340–1
vertebrate feces, 341–2

coral reef
behavioral mutualisms, 383
bleaching, 395–7, 396, 397
breeding seasons, 102
cleaner fish/client mutualism, 382, 382–3
community structure/succession, 487
disturbance events, 479
fish coexistence, 495–6, 496
photosynthetic (algal) symbionts, 382,

395–7
cost of reproduction (CR), 115, 115, 117

habitat classification, 118, 118–19, 120,
121

optimal clutch size, 123
crassulacean acid metabolism (CAM), 68,

70, 71
critical community size, 366
critical population size, 365–6, 367
critically endangered species, 203
crop pathogens

parasite/host coevolution, 379
population dynamics, 368–9, 369

crop plants
genetic modification, 444, 445
harvest management see harvest

management
human mutualism, 385
succession management, 634, 634–5

crowding, 136, 137
competition, 135–7, 147
predator–prey population dynamics,

303–7, 306

crypsis, 85
cryptophytes, 25
culling, 377
Cultural Stream Health Measure (CSHM),

647, 646
currents, 50
cuticle decomposition, 328
cyanobacteria

nitrogen fixation, 402, 404
serial endosymbiosis theory of

chloroplast evolution, 408
cyclone damage, 50

dams, 538
Darwin, Charles, 3, 4, 331, 566
Darwin’s finches, 11, 12
day-degree concept, 33
DDT, 441, 447

resistance, 445
dead organic matter

biochemical composition, 336, 337
decomposer system energy flow, 519,

521, 522
decomposition, 326, 327, 333, 336, 337

detritivore/decomposer role
comparison, 333–5

see also carrion
death see mortality/mortality rate
decaying matter, 241

see also carrion; dead organic matter
deciduous habit, 172
decision analysis, 211, 211–12
decomposers, 326–46

biochemical composition, 336
cellulases, 338
collagenases, 343
community trophic structure, 517, 519
definitions, 326
detritivore role comparison, 333–5
donor-controlled nutrient supply, 326
energy flow, 521, 522
organisms, 327–9
r-selected species, 327
resources, 82, 326, 327
respiratory heat loss, 521
secondary production, 521
size classification, 330, 330–1
specialists, 327, 328
succession, 328–9, 329
temperature effects, 331–2
water requirements, 332

decomposition
biological oxygen demand, 78
carbon dioxide production, 69

heat generation, 40
keratin, 344
nutrient cycling, 525–6
small mammal carcasses, 335, 336
species richness effects, 627, 628
wood, 335, 335

deep sea vents see hydrothermal vents
defoliation, 275

fecundity impact, 273
plant responses, 270, 270–1, 271
plant survival, 271

deforestation, 499, 527, 547
biogeological cycles perturbation, 544,

545
hydrological cycle perturbation, 543
nutrient budget impact, 532

deltamethrin, 441
demographic processes, 89
dengue fever, 219–20, 220
denitrification, 530, 545
denitrifying bacteria, 328
density-dependence, 411

aggregation of risk, 312, 314
compensation, 134, 135, 151
competition, 134–5, 135

interspecific, 237
models, 147–8, 151
quantification, 143, 144, 145, 145

delayed, 424, 425
coupled oscillations in abundance,

299–301, 301
dispersal, 168, 169, 173–5
emigration, 178
fecundity, 135, 136, 138, 140, 145, 145
foraging

aggregative response, 287, 288, 288,
289, 295

parasitoids, 288
growth, 141–2, 142, 145, 145
key factor analysis, 416–17
mortality, 134–5, 135, 138, 140
parasite infection, 354–5, 356

macroparasites, 369–70
transmission, 358–60, 359

parasitoid–host encounters, 312
population growth, 141–2
population size (abundance) regulation,

138, 138, 412, 413, 413, 414, 424
predator aggregative responses to prey

density, 310
prey predation risk, 294
temporal, 313, 315
time series analysis, 424–7

depensation, 455
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depth
solar radiation attenuation, 62, 62
species richness gradients, 603, 624, 625

desert, 24
food availability fluctuations, 278, 278
seed banks, 102

dessiccation, 39, 40
intertidal organisms, 49, 50

detritivores, 79, 82, 225, 226, 264, 326–46,
583

assimilation efficiency (AE), 520
biochemical composition, 336
carrion consumption, 342–5
cellulolysis, 337–8, 338
community trophic structure, 518
decomposer role comparison, 333–5
donor-controlled nutrient supply, 326
dung removal activities, 341–2, 342
freshwater communities, 332, 332–3, 333,

335
fruit consumption, 339–40
invertebrate feces consumption, 340–1
latitudinal gradients, 331, 331
organisms, 329–33
plant matter consumption, 337–9, 338
resources, 326, 327

interactions, 337–45
small mammal carcasses decomposition,

335, 336, 343, 344
soil populations, 331
specialists, 327, 328
wood consumption, 335

detritus, 487
development, 89, 110

modular organisms, 92
temperature effects, 33–4, 34, 41
unitary organisms, 89

diapause, 171
diatoms

competition for silicate, 230–1, 231, 237
decomposers, 328
interspecific competition, 263

diazinon, 441
dieldrin, 441, 444
diet width, 278–9

optimal foraging theory, 282, 283–4, 284
diflubenzuron, 441
digestion

vertebrate herbivores, 82–3
wood, termite gut microbiota, 392

dimethylsulfide (DMS), 546
dimorphism, 175, 175
diphenamid, 442
diphtheria, 367

diquat, 442
disease, 347

environmental influences, 46
global climate change impact, 218–21
insect vectors, 219–20
see also infection; microparasites

disharmony, 620
dispersal, 163–6, 187

active, 163, 165–6
age-related differences, 176
breeding, 163
clonal, 166
corridors, 217
definition, 163
demographic significance, 176 –8
density-dependent, 168, 169, 173–5
dimorphism, 175, 175
evolutionarily stable strategy, 174
inbreeding avoidance, 173
invasion, 167
island biotas, 13, 620
kin competition avoidance, 173–4
metapopulation demography, 180–5
natal, 163, 176
passive, 163–4, 165

by mutualistic agent, 164–5
patch colonization, 167, 176–7
polymorphism, 175
population dynamics, 176–8

predator–prey interactions, 315–17,
316

seeds, 178
fruit herbivory, 272–3

sex-related differences, 176
turnover, 167
variation within populations, 175–6

distribution (dispersion), 166–8
equitability/evenness, 471
gradient analysis, 474, 475
humidity influence, 46–7
interspecific competition, 227, 229, 230

aggregated distributions, 241–4, 242
invasion dynamics, 180
negative associations (‘checkerboard’

distributions), 561–4, 562, 564
niche differentiation, 259
niche-orientated models, 472
salinity influence, 48–50
soil/water pH influence, 47–8
temperature correlations, 41, 44–7, 45

extreme conditions, 45–6
interacting factors, 46–7

disturbance events, 489, 527, 565, 612
catastrophic events/disasters, 50, 414, 414

community structure influence, 575–6
microcosm experiments, 497, 497

frequency, 490, 491
intermediate disturbance hypothesis,

490
recovery classes, 485–6
species richness effects, 603, 609, 609
successional processes, 490, 490

diurnal variation
forest canopy carbon dioxide levels, 69,

69
movement, 168–9
solar radiation, 59

diversity see biodiversity
diversity indices, 471–2
dominance-controlled communities, 479,

489–90
dominance–decay model, 472
dominance hierarchy, ant mutualisms, 385
dominance–preemption model, 472
dormancy, 37, 67, 171–3

breaking mechanisms, 41, 75
consequential, 171
enforced, 172
induced, 172
innate, 172
predictive, 171
seeds, 102, 171, 172

drought
leaf adaptations, 68
species distribution impact, 45
strategies in seasonally dry tropical forest,

68, 68
dryfall, 528, 529, 546
dung removal activities, 341–2, 342
Dutch elm disease, 271
dynamic pool models, harvest management,

456–8
dynamic thinning lines, 156–8, 158

–3/2 power law, 157, 158, 159, 160
slope of –1, 158

earthworms
detritivory, 330, 331, 332
earth-moving activities, 331

ecological speciation, 10, 10
ecological stoichiometry, 336–7, 512–13
economically optimum yield, 459, 459
economics

’discounting’, 459
injury levels, 440, 440
thresholds, 440–1

ecosystem engineers, 381–2, 396, 575, 585
effects of parasitism, 572–3
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ecosystems, 467, 499
definition, 499
energy flux, 499–524
health assessment, 645–7
net productivity (NEP), 500
nutrient recycling (flux of matter), 525–49
processes, species richness relationship,

473
respiration (RE), 500

ecotypes, 5, 7, 8
ectomycorrhizas, 397–9

niche differentiation, 554, 557
nutrient mobilization, 527, 528

ectoparasites, 349, 362, 363
specialization, 351, 352

ectotherms, 34–5, 606
heat exchange pathways, 35
production efficiency, 520

effective population size (Ne), 206, 207
eggs, 101

diapause, 171
size/number trade-off, 116, 116

El Niño–Southern Oscillation (ENSO), 41,
42, 428, 455, 523–4, 548

elasticity analysis, abundance, 419–20, 420
elephantiasis, 349
elicitins, 353
embryonic development, 89
emigration, 163, 176, 177

density-dependence, 178
evolutionarily stable strategy, 174

endangered species, 203, 205
conservation activities see conservation
critically endangered, 203
extinction

prediction, 196
risk factors, 205

fundamental niche, 193
loss of genetic variation, 205
management interventions, global

climate change impact, 221–2
migratory species, 201–2
minimum viable population (MVP)

estimates, 211
population dynamics of small

populations, 203–18
protected areas, 647
species protection plans, 647
vulnerable species, 203

endemic species, 13
island populations, 620–1, 621

endotherms, 34–6, 36, 128, 606
production efficiency, 520
thermoneutral zone, 35, 35

enemy-free space, 244–8, 605
energy flow, 499–524

annual variations, 523, 524
communities, 473

comparative aspects, 521, 521–4, 522
food webs, 499, 517–19, 518

trophic levels, 595
nutrient cycling relationship, 525–6, 

526
transfer efficiencies, 519–20

engineers see ecosystem engineers
Enterobacteriacea, nitrogen fixation, 402
environmental conditions, 30–57

community composition, 20–5
rotifers, 477–8

extreme, 32, 45–6, 611
global change, 52–6
interspecific competition impact, 241
natural selection, 3, 4, 5
niche differentiation, 259
optimal range, 30, 30
response curves, 30, 30–1

environmental grain, 167, 167
environmental heterogeneity, 25–7

continuous-time models, 314–15
interspecific competition, 239

coexistence enhancement, 243–4
parasitoid–host interactions, 312, 313,

313–14
predator–prey interactions, 311, 312,

316–20, 317
species richness enhancement, 603,

609–11, 610
see also patches/patchiness

ephemeral patches, 241
ephemerals, 102
epidemic infection, 360

curve, 366, 366–7
epiphytes, 24
equitability/evenness of distribution, 471
ergot, 396
ericoid mycorrhizas, 397, 400
estuaries, 48

nutrient budgets, 537
productivity, 504

eukaryotes, evolutionary aspects, 408
euphotic zone, 513, 624

depth, 515, 515
eutrophication

biomanipulation, 642, 643
coastal, 643
nitrogen, 545, 546
phosphorus, 545
rotifer community composition, 477

evaporation, 46, 47, 58, 543
high temperature adaptations, 39

evapotranspiration, 75, 507, 509
see also potential evapotranspiration

(PET)
evolutionarily stable strategies, dispersal,

174
evolutionary aspects, 3–29

constraints, 5
eukaryote origins, 408
food chain length, 597–8
genetic diversity, 206
interspecific competition, 232, 250–7
island populations, 620–1
life histories, 110–16
subcellular structures from symbioses,

407–8, 408
tropical species richness, 622

exotic invaders, 571
biological control, 447
erradication programs, 579, 579
food web indirect effects, 579, 579–80
pest species, early control, 450

exploitation, 132–3, 133, 136
competition see competition
niche differentiation, 258–65

exponential growth, 146, 146
extinction, 187

fossil record, 627, 628
habitat area, 209, 210
habitat destruction, 177, 177
habitat patch populations, 180, 181
human activities-related, 202–4
interspecific competition, 236, 237, 559–60
island populations, 209

’equilibrium’ theory, 614, 614, 615
species richness, 618, 620

local plant populations, 182
metapopulations, 183, 185, 208, 316, 317

stability, 181
modern/historical rates, 203, 204
pathogen-related, 571
population persistence time (T ) models,

212–13, 213
r/K species, 180
rapid climate change, 18
risk, 204, 206

categories, 203, 205
prediction, 196, 198, 209, 210
rare species, 204

subpopulations, 176
vortex, 207, 207

extreme conditions, 32, 45–6, 50, 611
species distribution, 45
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facilitation, 484, 577, 629, 642
farming mutualisms, 385–7
fatty acid metabolism, gut mutualistic

microbiota, 391, 392, 393
fecal matter

decomposition, 327, 333, 334
ammonia release, 530

detritivores consumption see coprophagy
dung removal activities, 341, 342

fecundity
age-specific, 99, 104, 105, 105
density-dependence, 140, 145, 145

competition effects, 135, 136
parasitism effects, 361–5, 362
plant herbivory effects, 272–4

fecundity schedules, 97, 98, 98, 99, 107
intrinsic rate of natural increase (r)

calculation, 107, 108
population projection matrices, 108–10
repeatedly breeding individuals, 104
static, 104

fermentation
decomposers, 327
fruit decomposition, 339–40
gut mutualistic microbiota, 391
ruminant gut, 391–2
termite paunch, 393

fertilizer application, 536, 537
nitrate/phosphate runoff, 528, 544, 545,

644
field capacity, 74, 75, 507
fig–fig wasp mutualism, 390, 390–1
filariasis, 349
fire, 23, 24, 40, 50, 240, 400, 527

aboriginal traditional land management,
635, 637

atmospheric carbon dioxide elevation,
548

atmospheric nutrient losses, 530
plant adaptations (protected meristems),

39
seed germination stimulation (serotiny),

173
vegetation recovery classes, 486

fisheries collapse, 452, 452, 455
environmental fluctuation effects, 455,

456
fisheries management, 457–8, 458, 460–2

abalone fishery, 640–1
dataless, 462
maximum sustainable yield, 451, 451–2,

463
no-take zones, 463
reserve networks design, 463, 465, 465

stock assessment, 460–2
sustainability objectives, 654, 655
time series analysis, 461
yield–effort relationships, 460, 460
see also harvest management

fishes
cleaner/client mutualism, 382, 382–3
competition, 46, 47
eutrophication biomanipulation, 643, 

643
extinctions, 205

risk prediction, 196, 198
food webs, 581
human activities impact, 189, 190, 197
invaders, 190, 190
migration, 170, 197
niche space display, 190, 190
salt marsh community restoration, 639

fitness, 4, 5, 30
heterozygotes versus homozygotes

(heterosis), 7
inbreeding depression, 173
life history traits, 110
number of offspring trade-off, 116, 116,

122
optimal foraging theory, 282
outbreeding depression, 173
parasite infection effects, 361–2, 362
plant herbivory responses, 268, 270

fitness contours, 117, 117–18
habitat effects, 118

fixed proportion harvesting, 453–4
fixed quota harvesting, 452
flightless birds, 13, 16
flocks, selfish herd principle, 168
floral traits, herbivory impact, 272
flowering, herbivory impact, 273
food

availability, 276–8
population cycles, 437
population growth, 422, 422

patchy distribution, 287
preferences, 279–80, 280

switching, 281, 281–2, 285, 308, 309,
570, 571

quality, 278, 279, 280
see also diet width

food chains, 78–9
energy flux, 499
length, 594–5, 595, 596

evolutionary constraints, 597–8
predators, 595
productivity relationship, 595–6, 596

food niches, 27

food webs, 150, 578–601
bottom-up (donor) control, 583, 584
community characterization, 473, 585
compartmentalization, 598–9, 599, 600
energy flow, 499, 517–19, 518

transfer efficiency, 595
four-level trophic systems, 581–3, 582
indirect effects, 578–85
keystone species, 584–5, 593
management applications, 639–47
omnivores, 598, 598
productivity, 585, 595–7
species richness–connectance

relationships, 588, 590, 590–1
stability, 585, 586, 587, 588–93

models, 586–8, 589, 597, 597
strong interactors, 584–5
top-down control, 583–4, 585
trophic cascades, 580, 580, 581, 584
trophic levels, 593–5

foot-and-mouth disease, 366
foraging, 267, 285–7

abandonment of unprofitable patches,
287–8, 289, 289

animal memory models, 292–3, 293
area-restricted search, 287, 288
handling time, 283, 284
learned behavior, 292, 293
marginal value theorem, 289–92, 290,

291, 292
optimal foraging theory, 282–3

patch use, 288–93
patch stay-time, 289, 291
patchy environments, 287–95
predation risk, 285–6
predator aggregative response, 287, 288,

288, 289, 295
search time, 283, 284
strategy, 285–6

forest
age-related carbon budget changes,

530–1, 531
biomass, 500
carbon dioxide levels, 69, 69
clearance, 547

see also deforestation
decomposers, 331, 333
disturbance events, 479
ecosystem health assessment, 645
energy flow, 521, 523, 524
gaps, 613

colonization, 496
mineral nutrient wetfall/dryfall, 528, 529
nutrient cycling, 531, 531
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photosynthetic efficiency, 507
primary productivity, 501, 503

biomass relationship (NPP : B ratios),
504, 505, 506, 506

growing season duration, 509–10, 510
soil texture, 509, 509

refuges, 18
succession, 482–3, 483
see also taiga; temperate forest; tropical

forest
forestry, 186

habitat loss/fragmentation, 197
fossil fuels combustion, 528, 546, 547
fossil record

mammalian herbivore extinctions, 627,
628

taxon richness, 626, 626–7
founder-controlled communities, 479, 493,

495–6
founder effect, 13
founder population, 13
foxes

opportunistic carrion-feeding, 343, 343
rabies transmission, 376–8, 377

freeze-avoiding strategy, 37, 38
freeze-tolerant strategy, 37
freezing injury, 36, 37, 45
frequency dependence

life history traits, 110
parasite transmission, 358–60

directly transmitted microparasites,
368, 369, 370

frequency-dependent selection
exploiter-mediated coexistence, 570–1
polymorphisms maintenance, 7

freshwater biomes, 24
freshwater environments

detritivores, 332, 332–3, 333
decomposer role comparison, 335

interspecific competition, 551
osmoregulation, 48
plant matter decomposition, 336, 337, 337
primary productivity–biomass

relationship, 504
fruit-feeders, 272–3, 493, 520, 612

detritivores, 339–40
seed dispersal mutualism, 387, 388

fruits, 79, 165, 387, 388
fugitive species, 240
functional responses

parasitoid–host relationships, 313–14
type 1, 307, 307, 313
type 2, 307–8, 307, 311, 313–14
type 3, 308–11, 309, 310, 321

fundamental net reproductive rate see R
fungi

aquatic, 327, 328
decomposers, 326, 327–9

carrion, 343
wood, 335

detritivore consumption, 339
farming by ants/beetles, 385–7
lichen mycobionts, 400–1
microparasites, 349, 352, 354, 389, 571
plant mutualisms, 381–2, 396–400
plant parasites, 349, 352, 354, 356, 397

crop pathogens, 368–9
transmission, 387

plant root association see mycorrhizas
specialist consumers, 329
spores, 327, 328
thermophilic, 40
vertebrate gut mutualistic microbiota,

391
fungivorore mutualisms, 329

gall-forming insects, 349, 354, 355
galls, 354
gamma (γ) richness, 604
gaps, 489

colonization, 50, 167, 240, 492–3, 495,
495, 565

coexistence promotion, 495–6, 496
space preemption, 240–1

formation, 492–3
frequency, 490–2, 491

successional processes, 489–90, 490
tropical rainforest canopy, 24

Gause’s Principle (Competitive Exclusion
Principle), 238, 257

generalists, 79, 279
optimal foraging theory, 283–4

generation time, 105, 106, 107, 196
food abundance response relationships,

277–8
generations

discrete, 98, 105
overlapping, 102, 103, 105, 107, 108

genetic drift, 205
genetic polymorphism, 6

brood parasites (gentes), 350–1
genetic variation

cold tolerance, 37–9, 40
life history trade-offs, 113
pesticides resistance, 445
pollution tolerance, 51
small populations, 205–7
theory of natural selection, 3, 4

genetically modified (GM) crops, 444, 445
genets, 92
geophytes, 25
germination, 41, 75

following dormancy, 172
following fire (serotiny), 173

glaciers, 542
global biogeochemical cycles, 542–3, 543

major pathways, 543, 543
global climate change, 16–18, 17, 18, 54,

54–6, 55, 56, 187, 499, 657
coral reef bleaching, 395
endangered species conservation, 221–2
hydrological cycle perturbation, 543
management aspects, 218–22

global net primary production, 500, 500
global species richness, 203
glucosinolates, 83, 84, 85, 85, 86, 268
glycerol in freezing avoidance, 37, 38
glyphosate, 442, 444
glyphosphate herbicides, 442
gradient analysis, 474
gradients, 26

hard boundaries, 624
polymorphisms maintenance, 7, 8
species richness, 621–6

grain of environment, 167, 167
grasses

aggregations coexistence, 242
competition for nitrogen, 260–1, 261, 262
grazing tolerance, 271

grassland, 23
community stability, 591, 591, 592
disturbance events, 479
diversity, 472
energy flow, 521
gaps colonization, 493, 496–7
niche differentiation, 559
nitrogen availability, 533, 533
primary productivity, 511, 627–8

growing season duration, 510, 511
latitudinal trends, 501
water/temperature interrelationships,

508, 508
restoration, 194, 195, 638
species richness, 606–7, 627–8

grazer–scraper detritivores, 332, 332, 534
grazers/grazing, 23, 79, 266, 271–2, 487

alternative stable states, 322–4
community structure, 517, 519, 566,

566–8, 567, 569
consumption efficiency, 522
energy flow, 521, 522
exploitation competition, 233
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grazers/grazing (Cont’d)
exploiter-mediated coexistence, 566, 566–7
food webs, 583, 584

trophic cascades, 582
microbivores, 329
species richness effects, 566, 566–8, 567,

568, 609
greenhouse effect, 52–4, 54, 56, 547
greenhouse gas emissions, projected

increases, 656, 657
gross primary productivity (GPP), 500
groundwater, 542

pollution, 643, 644
groups, selfish herd principle, 168
growing season duration, 622
growth, 97

density-dependence, 141–2, 142, 145, 145
life history options, 117
modular organisms, 90, 92, 91, 92
parasitism effects, 354, 361–5
temperature effects, 33–4, 34

guano, 502
Guardians of Fiordland’s Fisheries and

Marine Environment (GOFF), 655
guilds, 555

morphological differentiation, 559
niche complementarity, 555

gut symbionts, 391–3, 520
vertebrates, 391

habitat restoration, 187–90, 218
intensive agriculture, 188, 188
life history traits as predictors, 194, 195
migratory species, 197–9, 200
mining contamination, 187–8
river ecosystems, 188–90, 189

habitats, 31
area

extinction risk, 209, 210
species richness, 613–15, 616

classification, 118, 118–19, 124
destruction, 202, 205

metapopulation extinctions, 177, 177
fragmentation, 217
hierarchy, 470
high/low cost of reproduction (CR), 118,

118–19, 120, 121
life history relationships, 110, 117, 130
offspring size-sensitive/-insensitive, 118,

119, 120, 121–2
r/K selection, 123–4, 125, 126, 130–1

halophytes, 48, 49
handling time, 283, 284, 308

functional responses, 307, 308

harems, 133
harsh environments, 611, 611

see also extreme conditions
harvest management, 439–40, 450–66, 527

constant escapement strategy, 453–4, 454
dynamic pool models, 456–8, 457
economic ‘discounting’, 459
economically optimum yield, 459, 459
environmental fluctuations impact, 455,

456
fixed harvesting effort, 452–3, 453
fixed proportion harvesting, 453–4
fixed quotas, 452
maximum sustainable yield, 451, 451–2
multiple equilibria, 454, 454–5
objectives, 458
predator–prey relationships, 459–60, 460
social factors, 459–60
stock assessment, 460
surplus yield models, 456
time series analysis, 461, 462
yield–effort relationships, 460, 460
see also fisheries management

Hatch–Slack cycle, 71
Hawaiian Islands fruit-flies, 13, 14
head-starting programs, 419
heat tolerance, 39–41

water loss, 39
heathland, 545

invasion by scrub and trees, 179, 180 
heavy metals

accumulators, 51
tolerance, 187, 188

helminth parasites, 349, 370
immune response, 353

hemicryptophytes, 25
herbicides, 441–2

environmental pollution, 444
impact on nontarget species, 444

herbivore–plant interactions
Allee effect, 324
alternative stable states, 322–4
coupled oscillations, 298
population dynamics modeling, 297
see also predator–prey interactions

herbivores/herbivory, 25, 266, 267–74
aggregative behavior, 311
assimilation efficiency (AE), 520
consumption efficiency (CE), 519
coprophagy, 341–2
diet width, 279
food preferences, 280
food quality, 79–80, 81, 278
fruit see fruit-feeders

gut mutualistic microbiota, 82, 391
interspecific competition, 552
keystone species, 585
plant compensation, 267

defoliation, 270, 270–1
growth response, 271
timing, 270, 273, 274

plant defenses, 268–70, 269
ant–plant mutualisms, 383, 384
chemical, 83–4, 85, 85
constitutive, 268, 270
inducible, 268–9, 270
physical, 83

plant fecundity impact, 272–3
plant matter digestion/assimilation, 82–3
plant pathogen transmission, 271
plant survival, 271–2
specialist feeders, 79–80, 84, 85
tissue composition, 80
vertebrate gut structure, 82–3

herd immunity, 367
herds, selfish principle, 168
heterocyclic nitrogen herbicides, 442
heterotrophs see consumers
hibernation, 35
HIV, 190
holdfast, 49, 50, 84
hole dwellers, 86
Holling’s type 2 response equation, 308
homologous structures, 19, 20
hot springs, 40, 58, 611
human activities, 186

carbon cycle perturbation, 544, 547–8
ecosystem health impact, 645–7
estuarine nutrient inputs, 537, 537
fossil record, 627
habitat restoration, 187–90
hydrological cycle perturbation, 543
lake nutrient budgets, 536
management strategies, 186–7

pressures/state/response, 645, 646
nitrogen cycle perturbation, 544, 545–6
phosphorus cycle perturbation, 543–4,

544
species invasions management, 190–2
sulfur cycle perturbation, 544, 546
sustainability, 439–40
terrestrial communities nutrient input,

528
human disease organisms, 190
human population

density, 136, 137
growth, 186, 186
survivorship curves, 100, 101
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humidity, 30
species distribution, 47
temperature interaction, 46–7

hummingbird pollinators, 389
hybridization, 5, 10
hydrogen sulfide, 546
hydrological cycle, 542, 543
hydrosphere, 526
hydrothermal vents, 40–1, 58, 569, 575
hydroxamic acid, 268

ice ages, 613, 627
forest refuges, 18
glacier retreat, 479
Pleistocene glacial cycles, 17, 17–18

ideal free distribution, 293–5, 294
immigration, 163, 176, 177

island biogeography ‘equilibrium’ theory,
614, 614, 615

island species richness, 617–18, 619
immobilization of nutrient elements, 326
immune response, 353, 353, 354, 354, 355,

356, 366
immunization programs, 367–8, 368
inbreeding, 173

avoidance, 176
depression, 173, 173

small populations, 206, 207
incidence functions, 620, 621
individuals, 89–94

counting methods, 94–5
variation, 3

industrial melanism, 8, 8–9, 9
infection, 347

host susceptibility/resistance following
(S-I-R models), 353–4

immune response, 352–3, 354, 353, 354,
355, 356

invertebrate defenses, 352
mean intensity, 361
morbidity effects, 365
parasite defenses, 353
population dynamics, 365–71
prevalence, 361
see also disease; microparasites

influenza, 190
inhibition, 87
inoculation, biological control, 447, 448
inorganic herbicides, 441
inorganic insecticides, 441
insect growth regulators, 441
insecticides, 441

integrated pest management, 449
persistence, 442

secondary pest resurgence, 444
toxicity to nontarget organisms, 442, 444

insectivores, 25
insects

biological control agents, 447, 447, 448
biting, 266
body size constraints, 127
body temperature control, 35
clutch size, 123
density-dependent population size, 414
diapause, 171
disease vectors, 219–20
dispersal, 163, 164, 165, 176

sex-related differences, 176
eggs, 171
fossil record of taxon richness, 626, 627
gall-forming, 266
heat tolerance, 39
leaf-mining, 266, 268
metamorphosis, 89
mycetocyte symbioses, 394–5
parasitoids see parasitoids
pests, 413, 414
phytophagous, 84, 85, 85, 270, 270, 278,

278, 552, 552, 571, 584, 627
plant defenses, 10, 268

plant/animal macroparasites, 349
pollinators, 389–90
social parasitism, 350
successional species-richness gradients,

625, 625
wood decomposing activities, 335, 335

insulation, 35–6
integrated farming systems (IFS), 449, 449
integrated pest management, 448–9, 449
interactions, 27, 225–6
interference, 132–3, 232

parasitoids (pesudo-interference), 295,
295

predators, 293, 294
territorality, 154

intermediate disturbance hypothesis, 490
International Biological Programme (IBP),

499
intertidal areas, 48–9

exposure, 48, 49, 50
rocky habitats, 49
salinity, 48, 49
substrate effects, 48, 49
zonation, 49, 49–50
see also rocky shore

intertidal organisms, 5
intrinsic rate of natural increase (r), 107,

151

inundation biological control, 447, 448
invasions, 641

biotic resistance hypothesis, 642, 642
climate change impact, 218–21
dynamics, 180
human activities-related, 186, 187, 203,

205
biosecurity priorities, 194–6, 201
economic impact, 190, 191
management strategies, 190–2
niche opportunity, 191–2
pathways, 199
predicting spread, 199–201, 201

meltdown hypothesis, 641, 642
mosquito disease vectors, 219–20
salmonids in streams/lakes, 640–2, 641
see also exotic invaders

invertebrate drift, 165
invertebrates

detritivores, 329, 330, 330, 331
cellulolysis, 338
feces consumption, 340, 340–1, 534
freshwater, 332, 332, 333, 534

fossil record of taxon richness, 626, 627
photosynthetic symbionts, 395–7
response to infection, 352
species richness, 622
species turnover, 619–20
stream benthos, discharge disturbance

response, 18
iron, 527, 528

ocean productivity limitation, 512, 514
addition experiments, 539, 542

island populations, 613–21
conservation management applications,

649
disharmony, 620
endemic species, 620–1, 621
‘equilibrium’ theory (MacArthur and

Wilson), 613–15, 614
evolutionary processes, 620–1
extinctions, 203, 209, 559–60
feral cat erradication programs, 579, 

579
habitat diversity, 615–16
historical factors, 13
negative associations (‘checkerboard’

distributions), 561–3, 562
new island of Surtsey, 618, 619
parasite transmission models, 357
remoteness, 616–18, 619
speciation, 11, 13
species–area relationships, 613, 613–15
species turnover, 618–20
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isolation
island populations, 11, 13
speciation, 13
species richness influence, 603

isotherms, 41, 44, 45
iteroparity, 111, 124

age-/stage-related fecundity, 104, 105,
105

age-related disperal, 176
evolution, 121–2, 122
life cycle, 96, 97
perennial plants, 102

Janzen–Connel effect, 360
juvenile hormone analogs, 441

K selection, 123–5, 125, 126, 130–1, 589
K species, 180

succession, 486
k values, 99, 100, 100

competition quantification, 142–5, 144,
145

effects on fecundity/growth, 145, 145
models, 147, 148

key factor analysis, 415, 416, 416, 417,
418, 419

keratin decomposition, 344
key factor analysis, 415–19

density-dependent/regulatory processes,
416–17, 417

discrete/overlapping generations, 419
k values, 415, 416, 416, 417, 418, 419
life table data, 415, 415, 416, 418, 421, 422
limitations, 419
regression coefficients, 416

keystone species, 584–5, 593

La Niña, 41, 42
Lack clutch size, 122–3, 123
lacunarity, 463, 463
lakes, 613

benthic detritivore communities, 333
endemic species, 621
eutrophication biomanipulation, 643, 643
hydrological cycle, 542
nutrient budgets, 534–7, 535
phosphorus, 545
primary productivity, 502

latitudinal trends, 501
nutrient availability, 512–13, 513

resource competition, 264, 265
rotifer communities, 476, 477
saline, 536
salinity effects, 580, 580

salmonid invasions, 641–2
species richness

depth gradients, 624
primary productivity relationship, 608,

608
stratification, 69, 70
water acidification, 51–2, 53

lambda (λ), 419
lambda (λ)-contribution analysis, 419, 421–2

sensitivities, 419, 422
land mass movements, 13, 15
land-use change, 184–5, 499, 547
larval dispersal, 165, 489
latitudinal gradients

detritivores, 331, 331
primary productivity, 501, 501, 501
species richness, 603, 622, 622–3
temperature, 41

leaching of nutrients, 327, 526
lead contamination, 188
leaf area index, 140, 140
leaf litter see litter
learned behavior, foraging, 292, 293, 295
leaves, 92, 241

daily movements, 62
dead matter decomposition, 334–5
desert plants, 35
nitrogen content, 66
photosynthetic capacity, 63, 66
projection efficiency, 66
radiation exposure, 59, 60, 62
seasonal shedding, 60, 62
shading effects, 62
sun versus shade, 62–3, 66, 66
water conservation, 68

Legionnaires’ disease, 366
legumes, nitrogen fixation, 545

nitrate leaching, 644
nitrogen-fixing bacteria, 528

rhizobia mutualism, 402–3
leprosy, 653
lichens, 400–1, 401

mycobiont component, 400
phytobiont component, 400

life cycle graphs, 108, 108, 109
life cycles, 95–7, 96

annual species, 98–101
repeatedly breeding individuals, 102–5
stages, 89

life form spectra, 24–5, 26
life histories, 96

age at maturity, 119, 121, 121
allometric constraints, 126–9, 127
components, 110–11

evolution, 110–16
fitness contours, 117, 117, 118
habitat relationships, 110, 117, 130
option sets, 117, 117–18
phenotypic plasticity, 125–6, 126
phylogenetic constraints, 126, 129–31
r/K selection, 123–5, 130–1
reproductive allocation (reproductive

effort), 111, 119, 120
reproductive value, 111–12, 112, 113, 115
trade-offs, 112–15, 114, 117, 121

cost of reproduction (CR), 115, 115
number/fitness of offspring, 116, 116

life history traits
applied ecology, 187, 194–7
biosecurity priorities for invasive species,

194–6
conservation predictors, 196–7
habitat restoration predictors, 194, 195
harvest management priorities, 196–7
natural selection, 110, 118, 126

life tables, 97, 98, 107
age classes, 98, 98
construction, 98–9
intrinsic rate of natural increase (r)

calculation, 107, 108
key factor analysis, 415, 415, 416, 418,

421, 422
lambda (λ)-contribution analysis, 421,

421–2
modular organisms, 104–5, 106
repeatedly breeding individuals, 102, 103,

103
static, 103–4, 104, 106

lifespan, 110
plant chemical defenses (apparency

theory), 84
resource-use patterns, 79

light see solar radiation
lightening strike, 545

forest gaps creation, 493, 495
lignin, 79, 82, 83, 385, 520

decomposers, 328, 329
digestion, 337, 338, 393

limiting factors, terrestrial primary
productivity, 505–11

limits to similarity, 550, 605
lindane, 441
lithosphere, 526
litter, 487, 500

decomposition, 328–9, 329, 333, 334
detritivore consumption, 337–9, 338, 339,

340
lizard species richness, 622
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Llanos, 68
logistic equation, 150–1, 151, 181

interspecific competition, 234
Lotka–Volterra model, 234–7, 238, 239,

257, 298–9, 300, 307, 314
crowding effects, 304–7, 306
environmental heterogeneity

incorporation, 312
ratio-dependent predation, 304
zero isoclines, 235, 235– 6, 236

lower input farming and environment
(LIFE), 449

Lyme disease, 360, 639

MacArthur’s fraction model, 472
macroalgal beds, 522
macroecology, 602–3
macrofauna, terrestrial decomposers, 330,

331, 334
macroinvertebrate community index (MCI),

646, 647
macronutrients (plants), 75
macroparasites, 347, 348

crop pathogen population dynamics,
368–9, 369

directly transmitted, 369–70
immune response, 353
indirectly transmitted, 370

magnesium, 527, 528, 536
malaria, 7, 349, 352, 369, 571
malathion, 441
mammals

age-biased disperal, 176
body size constraints, 127
coprophagy/refection, 341, 392
ectoparasite specialization, 352
extinctions, 203, 627, 628
fossil record of taxon richness, 626, 627
gut symbiont microflora, 391

nitrogen fixation, 402
immune response, 352
life history traits, 129, 129–30, 130
locomotory/feeding habits, 25, 27
parallel evolution, 19–20, 21
population size (abundance) regulation,

415
scavenging detritivores, 343
sex-biased dispersal, 176
species richness, 612, 622
temperature regulation, 35
territorality, 176

management, 633–58
biodiversity, 647–52
ecosystem health, 645–7

ecosystem processes in agriculture, 644–5
eutrophication biomanipulation, 643, 643
food web manipulation, 640–7
succession manipulation, 634–40

agroecosystems, 634–5
conservation, 639
restoration, 637–9

manganese, 528
mangrove, 522

economic aspects, 654, 655
gaps colonization, 493, 495, 495
island communities, 615

species turnover, 619–20
maquis, 23–4
marginal value theorem, 289–92, 290, 291,

292
marine biomes, 24
marine environments

detritivores/decomposers, 335
interspecific competition, 551
osmoregulation, 48
plant matter decomposition, 336, 337, 337
sea-bed carrion scavengers, 345

marine protected areas, 647–8
Markov models, succession, 483, 484
marsupials, 19–20, 21

pollinators, 389
mast seeding, 114, 168, 276–7, 277
maternal effect model, 434, 434
mathmatical modeling, 145–6
maximum sustainable yield, 451, 451–2
Mayr–Dobzhansky test, 9
measles, 347, 366, 367, 370–1, 371

stochastic fade-out, 370
megafauna, terrestrial decomposers, 330
mesofauna, terrestrial decomposers, 330,

330, 331
metabolic water, 73
metabolism

cold tolerance, 37
decomposers, 327–8
dormanct stages, 37
endotherms, 35
green plants, 58
gut mutualistic microbiota, 391, 392, 393
temperature effects, 33, 33–4

metal pollution, 40, 50–1
habitat restoration, 187–8
tolerance, 187, 188

metapopulations, 176, 177, 180–5
biological control strategies, 462–3
concept, 180
conservation, 217–18, 218, 219
definition, 181–2

development of theory, 180–1
dynamics, 183–5
fishery reserve networks design, 463,

465, 465
habitable patches as islands, 180
Levins’ model, 180–1
parasites, 357, 370–1
plants, 182
predator–prey interactions, 315–16, 317,

317–18, 319–20
stability/persistence, 181, 181, 183, 

184–5
alternative stable equilibria, 183

subpopulation asynchrony, 181
subpopulation colonizations, 180, 181
subpopulation extinctions, 180, 181, 208,

209, 209
habitat destruction, 177, 177

see also patches/patchiness
meteor strike, 479
methamidophos, 449
methane, 53, 53, 54, 530
methanogenic bacteria, 328
methoprene, 441
methoxychlor, 441
2-methyl-4,6-dinitrophenol, 442
metribuzin, 442
microbivores, 326, 327, 329, 330

assimilation efficiency (AE), 520
community trophic structure, 518

microclimates, 609
carbon dioxide levels, 69
relative humidity, 46–7
variation, 41, 45

microcosm experiments
community response to disturbance

sequence, 497, 497
dead matter decomposition, 334
phytoplankton community structure,

551, 551
microfauna, terrestrial decomposers, 330,

330, 331, 332, 334
microhabitats, 550, 609

niche differentiation, 561
microparasites, 347, 348

basic reproductive rate (R0), 365
critical population size, 365–6, 367
direct transmission, 365–6

cycles of infection, 367, 367
epidemic curve, 366, 366–7
frequency-dependent transmission, 368
herd immunity, 367
immune response, 353
immunization programs, 367–8, 368
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microparasites (Cont’d)
morbidity effects, 365
persisitent infections, 366, 367
population dynamics of infection, 365–71
transmission threshold, 365
vector-borne infections, 369
see also disease; infection

microsatellite DNA analysis, 11
microtine rodent population cycles, 305,

425, 425, 433–7, 435
migration, 89, 187

definition, 163
habitat patches, 489
habitat restoration, 197–9, 200
long-distance, 169–70
one-way, 170–1
patterns, 168–71
predator foraging costs, 295, 296
predator–prey population dynamics, 315,

316
migratory species

conservation, 201–3
nature reserves, 202–3

mildews, 349
mimicry, 86
mineral nutrients, 76

plants, 58, 75–8, 77
primary productivity relationship

lakes, 512–13, 513
oceans, 513–15
terrestrial environments, 505, 507, 510

soil pH effects, 47, 47
see also nutrient budgets; nutrient cycling

mineralization, 326
dead matter decomposition, 334

minimum viable population (MVP), 209,
210, 213

mining damage, 186
habitat restoration, 187–8

mites, temperature-dependent
growth/development, 33, 34

mitochondial evolution, 408
mobile organisms, 5
modular organisms, 89–92

chemical defenses, 274
clonal dispersal, 166
competition, 142, 143, 166
growth forms, 91, 92, 92
guerilla forms, 166
integration, 93–4, 94
life table construction, 104–5
modular growth schedule, 105
phalanx forms, 166
population size, 92

response to parasites, 354
senescence, 92–3, 93

monoculture, parasite infection
transmission, 360

monophagous species, 79, 278, 279
monuron, 442
morphological differences, niche

differentiation, 559–61
mortality/mortality rate, 89, 95

counting deaths, 95
density-dependence, 134–5, 135, 138, 138,

140
k values (killing power), 99, 100

competition effects quantification, 143,
144

life tables construction, 99
plant herbivory impact, 271–2, 272
survivorship curves, 100, 100

mound-builders, 575
mountain tops, 613
mouthparts, 79
mudflat communities, 576, 576
Mullerian mimicry, 86
multiple equilibria, harvest management,

454, 454–5
munition dump restoration, 188
mussel beds, gaps formation/colonization,

492–3, 493, 494
mutual antagonism/interference, 238–9

predator–prey interactions, 304, 305, 307
mutualism, 27, 225, 226, 326, 345, 381–

409
definition, 381
detritivore cellulolysis, 338
facultative, 338
farming activities, 385–7
fungivores, 329
gut inhabitants, 391–3
insect mycetocytes, 394–5
mathmatical models, 406–7, 407
obligate, 338
photosynthetic symbionts, 395–7
plants

decomposers, 336
fungi, 396–400
nitrogen fixation, 401–6

pollination, 387–91, 406–7, 407
protectors, 382–5
seed dispersal, 164–5, 387–9, 388
subcellular structures evolution, 407–8,

408
mycorrhizas, 74, 397–400, 398

arbuscular, 397, 399–400, 399, 487, 488,
645

ectomycorrhizas, 397–9
ericoid, 397

myxomatosis, 185, 378, 378–9

natural experiments, 250–1
interspecific competition, 253–4, 255

natural selection, 3–4, 10
life history traits, 110, 118, 126
polymorphisms maintenance, 7–8

nature reserves see conservation reserves
necromass, 486–7
necrotrophic parasites, 326
nectar, 327, 383, 387, 389
nectar-feeders, 493, 584
nectaries, 389–90
negative binomial model, 312
nematodes

animal macroparasites, 349, 352, 354,
356, 357, 363, 429, 571

host population dynamics, 373–6, 374,
375, 376

red grouse, 373, 374
Svarlbard reindeer, 373, 375–6, 376

detritivores, 330, 331, 332
microbivores, 329
plant parasites, 354

virus transmission, 349
net ecosystem productivity (NEP), 500
net primary productivity (NPP), 500

standing crop biomass relationship
(NPP : B ratios), 504–5

net recruitment curves, 140, 140
niche, 31, 32

breadth, 603
competitive exclusion versus coexistence,

237–8
complementarity, 553–4, 629
dimensions, 31
endangered species, 193
expansion, competitive release, 251, 252
fundamental, 31, 46, 237
n-dimensional hypervolume, 31, 87
opportunity, 191–2
ordination technique for display, 190

canonical correspondence analysis,
190, 190

packing, 550
realized, 31, 46, 237, 286–7

predation constraints, 286–7
sympatric/allopatric populations, 251

resource dimensions, 87–8
resource management aspects, 186, 187–93
species abundance models, 472
succession mechanisms, 483–4
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niche differentiation, 28, 253–4, 553–9
coexistence, 242, 243, 245, 256–8, 259,

263–4, 553, 556–7
Competitive Exclusion Principle, 238
environmental conditions, 259
exploitation mechanisms, 258–65
morphological differences, 559–61
niche complementarity, 553–4, 629
null models, 556–9
parasite specialization, 355
resource partitioning, 259
resource-utilization curves, 257, 257–8
selection experiments, 255, 256, 257
size ratios of adjacent species, 560
spatial partitioning, 259, 555
temporal partitioning, 259, 554–6

Nicholson–Bailey model, 301–2, 312, 315
crowding effects, 305

nicotine, 441
nitrates

formation in soil, 644
groundwater pollution, 644
leaching, 644–5
plant root foraging, 76

nitroanalines, 442
nitrogen, 86

agricultural discharges, 644–5
arbuscular mycorrhiza-related availability,

399
atmospheric, 526, 527
availability to herbivores, 278
decomposition processes, 336
ectomycorrhiza-related availability, 398
ericoid mycorrhiza-related availability,

400
estuaries, 537
exploitive competition, 260–1, 261, 262
lakes, 536
ocean, 538–9

continental shelf region, 538
upwellings, 538, 539

plants/decomposers competition, 336–7
primary production limitation, 510, 512
species richness effects, 608, 609, 609
tundra plant uptake, 555–6, 558

nitrogen cycle, 543, 545–6
human activities perturbation, 544, 

545–6
nitrogen fixation, 401–6, 528, 532, 545

bacterial symbionts, 402
global increases, 645, 645
leguminous plants, energy costs, 402–3
lichen cyanobacterium phytobiont, 400
nitrate leaching, 644

nonleguminous plants, 403–4
ocean, 539
termite gut microbiota, 394

nitrogen-fixing bacteria, 528
see also rhizobial nitrogen-fixation

nitrogen-fixing mutualisms
ecological succession, 406–7
interspecific competition, 404–5, 405

nitrogen oxides, 546
nitrogenase, 402, 528
nitrophenol herbicides, 442
nitrosamines, 643
nitrous oxide, 53
North Atlantic Oscillation (NAO), 41, 43,

44, 428
number of offspring

clutch size, 122–3
fitness trade-off, 116, 116, 122

nutrient budgets, 527, 527
aquatic communities, 533–9
inputs/outputs, 527
terrestrial communities, 527–33
wetfall/dryfall, 528, 529

nutrient cycling, 326, 525–49, 641
energy flux relationship, 525–6, 526
species richness effects, 627, 628

ocean, 24
benthic communities, 521

detritivores, 333
carbon dioxide uptake, 54, 548
core oxygen isotope analysis, 17, 17
euphotic zone, 513
hydrological cycle, 542
nutrient budgets, 538–9, 540, 541

continental shelf region, 538
phosphorus, 543, 544, 545
primary productivity, 500–1, 504, 514

biomass relationship, 504
nutrient availability, 501, 513–15
solar radiation, 514, 514–15
temperature, 514, 514–15

upwellings, 513–14, 538, 539
offspring size/numbers trade-off, 116, 116,

122
old-field succession, 482, 482, 487
oligophagous species, 278, 279
omnivores/omnivory, 266, 598, 598
onchocerciasis, 369
opportunists, desert biomes, 24
optimal defense theory, 83
optimal foraging theory, 282–5

patch use, 288–93
optimal similarity, 550

optimization approach, life history
evolution, 110

option sets, 117, 117–18
ordination technique, niche display, 190
organic arsenicals, 442
organism-weighted density, 136
organisms, 1
organophosphates, 441, 444, 449

resistance, 446
osmoregulation, 48
outbreaks (of abundance), 320, 321, 323
outbreeding, 173

depression, 173, 173
overexploitation, 205, 450
owl predation, 287, 310
oxygen, 78

isotope analysis, 17, 17

parallel evolution, 19–20, 21
paraquat, 442
parasite-mediated coexistence, 571–2, 572
parasites, 79, 225, 266, 347–80, 381, 565

aggregated distribution, 361, 362
biotrophic, 352
brood, 350, 350–1
community structure influence, 550,

571–3, 574–5, 576
competition

asymmetric interspecific, 233
within hosts, 355–6, 357

diversity, 347–51
food chain length, 595
host coevolution, 351, 352, 378–9, 379,

380
host detrimental effects, 361–5, 362
host growth/behavior change induction,

354
host habitat specificity, 352
host immune response, 366
host interactions, 27, 226, 351–6

apparent competition, 245, 246
population dynamics, 365–70, 371–8,

372, 423
host resistance/immunity, 352–3

S-I-R models, 353–4
host specificity, 351–2, 352
intermediate hosts, 348, 349, 357

control measures, 370
island biogeography, 620
macroparasites, 347, 348, 349–50
metapopulations, 357, 370–1
microparasites, 347, 348, 349
natural/accidental hosts, 352
necrotrophic, 326, 352
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parasites (Cont’d)
social, 350
species richness influence, 603
transmission, 358–61

contact rate, 358
density-dependent, 358–60
dynamics, 358
frequency-dependent, 358–60, 359
host diversity effects, 360, 360–1
local hot spots, 359, 359–60

transmission coefficient, 358, 365
vectors, 348, 349, 357, 369

parasitoid–host interactions
aggregated distribution, 312, 313, 313–14,

314, 315
aggregation of risk, 312–13, 314, 314,

318, 320, 321
coupled oscillations, 298

one-generation cycles, 302, 303
practical demonstration, 302, 303

environmental heterogeneity effects, 312,
313, 315, 317

functional responses, 313–14
population dynamics

delayed density dependence, 300, 301
Nicholson–Bailey model, 301–2, 305

parasitoids, 266, 267, 279
foraging

density dependence, 288
interference, 295, 295
marginal value theorem, 291, 292, 292
mechanistic models, 293

parathion, 441
partial refuges, 310, 312, 319, 321
patches/patchiness, 7, 167, 176

biological control strategies, 462–3
coexistence facilitation, 553
colonization through dispersal, 176–7
communities

distribution, 176–7, 478
dynamics, 489–96

endangered species habitat fragments, 208
ephemeral, 241
food distribution, 287
foraging, 287–95

abandonment of unprofitable patches,
287–8, 289, 289

area-restricted search, 287, 288
location, 287
marginal value theorem, 289–92, 290,

291, 292
optimal foraging approach, 288–93
predation risk, 291–2
predator aggregative response, 287,

288, 288

predator interference competition, 293
predator migration cost, 295, 296
stay-time, 289, 291

interspecific competition, 239
aggregated distributions, 241–4, 242

islands models, 180
metapopulations concept, 180
parasite–host models, 357
predator–prey interactions, 311, 316–17,

317
sink (receiver) patches, 181, 184
source (donor) patches, 181, 184
subpopulation extinctions, 176, 208, 209,

209
uninhabited patches, 180
see also environmental heterogeneity

pathogens, 347
peat bog lakes, 340
permafrost, 21, 22
permanent wilting point, 74
permethrin, 441
pertussis (whooping cough), 367, 367
pest control, 439–50

biological control, 447–8
chemical pesticides, 441–4
early control of invaders, 449–50
integrated management, 448–9, 449
target pest resurgence, 442, 443

pest species, 440
economic injury level, 440, 440
economic thresholds, 440–1
natural enemies, 442
secondary pests, 444

pesticides
resistance, 445–6, 446
see also herbicides; insecticides

pesudo-interference, 294–5
pH, 30, 31

soil, 47
water, 47–8

pollution-related acidification, 51–2, 53
phanerophytes, 25
phenol derivative herbicides, 442
phenotypic plasticity, 125–6, 126
phenoxy weed killers, 442
pheromone insecticides, 441
philopatry, 174–5, 176
phlorotannins, 268, 269
phosphorus, 527, 528, 530

arbuscular mycorrhiza-related availability,
399, 399–400

ectomycorrhiza-related availability,
398

ericoid mycorrhiza-related availability,
400

eutrophication management, 642
interspecific competition, 264, 265
lakes, 536
ocean, 538–9

continental shelf region, 538
plants/decomposers competition, 337
primary production limitation, 510, 

512
soil availability, 78, 78
species richness effects, 608

phosphorus cycle, 543–5
human activities perturbation, 543–4, 

544
photoinhibition, 59, 87
photoperiod, 41, 97

germination stimulation following
dormancy, 172

predictive diapause, 171
photorespiration

C3 pathway, 70
C4 pathway, 71

photosynthesis, 58, 59, 500
algal symbionts, 395–7
aquatic habitats, 63
C3 pathway, 68, 70–1
C4 pathway, 68, 70, 71
carbon cycle, 525, 547
carbon dioxide, 69–73
compensation point, 63, 71
crassulacean acid metabolism (CAM), 68,

70, 71
efficiency, 507, 507, 511
gross primary productivity, 500
net rate, 63, 65, 66
photoinhibition, 59, 87
productivity assessment methods, 499
radiation utilization efficiency, 66
rate, 71
stomatal opening, 67, 68–9
water requirement, 67–9, 507
wavebands, 59
see also primary productivity

photosynthetic capacity, 63, 66
photosynthetic pigments, 63

absorption spectra, 64
photosynthetically active radiation (PAR),

59, 62, 66
phyllosphere, 327
phylogenetic analysis, morphological

differences in niche differentiation,
560–1, 561

phylogeny, 5
life history influences, 126, 129–31

physical defenses, 83
phytoaccumulation, 188
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phytoplankton
absorption spectra, 65
community structure, 551, 551
consumption efficiency (CE), 519, 519
decomposition, 328, 329, 335
diurnal movements, 169
energy flow, 521, 521
eutrophication, 545

biomanipulation, 643
light penetration attenuation, 60, 62, 62
nutrient cycling

estuaries, 537
lakes, 534
ocean, 537, 539

primary productivity, 502, 504–5
depth relationship, 515, 516
iron limitation, 539, 542
oceans, 514, 514
zooplankton productivity relationship,

516, 517
resource competition, 264, 265
seasonal succession, 612
silicon cycling, 328
species coexistence, 241
trophic cascades, 580, 580

phytoremediation, 188
phytostabilization, 188
phytotransformation, 188
plague, 352, 640
plant pathogens, 266

crop plants, 368–9, 369
herbivore vectors, 271

plants
allelopathy, 232–3
annuals, 67, 96, 97
ant mutualisms, 383–5, 384
apparent competition, 246–7
atmospheric nutrient losses, 530
carbon : nitrogen ratios, 79, 80
carnivorous, 266
chemical defenses, 83–5, 85
climbing structures, 19, 19
coexistence

aggregations, 242–3, 243, 244
exploitation of single resource,

259–61, 261, 262
competition, 140

asymmetric, 233
experimental approaches, 248–9
interspecific, 229, 233, 238, 248–9, 271
root/shoot interdependence, 233–4, 234

constant final yield, 141–2, 143, 144
decomposition, 329, 331

biochemical composition influence,
336, 337

dead matter, 333, 334, 334–5
decomposer mutualism, 336, 337

detritus, consumption, 337–9, 338
dormancy, 171–3
dynamic thinning lines, 156–8
facilitative interactions, 577
fossil record of taxon richness, 626, 627
fungal mutualisms, 381–2, 396–400
fungal parasites, 357, 359, 360

macroparasites, 349, 352, 354
microparasites, 389

gall formation, 354
gaps colonization, 240–1
heavy metals tolerance, 187, 188
herbivory compensation (tolerance),

267
defoliation responses, 270, 270–1, 271

herbivory defenses, 10, 268–70, 269, 584
herbivory impact

fecundity, 272–4
survival, 271–2, 272

high temperature adaptations, 39
holo/hemiparasitic, 349–50
human activities-related invaders, 190–1,

191
hybridization, 5
intertidal areas/submerged communities,

49
leaf modifications, 20
local adaptation, 5, 6
mast years, 276–7, 277
meristem protection, 39, 79, 83

grazing tolerance, 271
metapopulations, 182
microhabitats, 550
micronutrient composition, 73, 73
mineral nutrients, 75–8
modular organization, 89, 92, 142, 143
necrotrophic parasites, 352
nitrogen-fixing mutualisms, 401–6

rhizobia, 402–3
nutrient foraging, 293
nutritional content, 79–80, 81

digestion/assimilation, 82–3
parasite defenses, 353

morphogenetic response, 354
resistant cultivars, 360, 360

permanent wilting point, 74
photosynthesis, 58, 59
photosynthetic niche, 32
phyllosphere, 327
physical defenses, 83
pollination, 389–91
population viability analysis (PVA),

216–17

r/K selection, 124, 125
radiation utilization efficiency, 66
Raunkiaer’s life form spectra, 24–5, 26
rhizosphere, 327
root systems, 75, 76, 77, 78
seed dispersal see seed dispersal
self-thinning, 156–61, 159
soil/water pH effects, 47, 47
spatial/temporal niche differentiation,

259, 259–60
species/population boundary lines,

158–9
species richness

altitude gradients, 624
island size effects, 616
productivity relationship, 608
spatial heterogeneity effects, 609, 610
successional gradients, 625

sun versus shade, 62–3, 66, 66–8, 67
survivorship curves, 100, 101
temperature regulation, 35
tundra, resource partitioning, 555–6, 

558
virus transmission, 349
water loss to atmosphere, 75
water movements, 543
water uptake, 73–5

saline conditions, 48
see also crop plants

‘playing dead’, 86
Pleistocene glacial cycles, 17, 17–18
polar desert, 21

decomposers, 331
polar ice caps, 542
polar species richness, 613
pollen feeders, 389, 390
pollen record analysis, 17, 17–18
pollination

brood site, 390, 390–1
herbivory-related, 272–3
mutualisms, 387–91

mathematical models, 406–7, 407
pollution, 30, 31, 50–2, 186, 202

agricultural nitrates, 644
atmospheric, 545, 546
industrial gases, 52–4
industrial melanism, 8, 8–9, 9
phosphorus, 644
tolerance, 51

polymorphism, 6
dispersal variability, 175
industrial melanism, 9
maintenance by natural selection, 7–8
transient, 6–7, 9

polyols, 37, 48
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polyphagous species (generalists), 79, 278,
279, 285

polyphenols, 533
population, 94

boundary lines, 158–9
crashes, 320, 324
cycles see abundance cycles
divergence, 5
increase rates, 105–10
persistence time (T), 212–13
size determination, 94–5

population density, 94, 135–7, 136
competition in regulation, 138–41, 139,

153
definitions, 136
growth curves, 140–1, 141
net recruitment curves, 140, 140
yield relationship

law of constant final yield, 141–2, 143,
144

self-thinning, 156–7, 160
population dynamics

Allee effect, 310
crop pathogens, 368–9, 369
dispersal effects, 176–8
functional responses, 307–11

type 1, 307, 307
type 2, 307–8, 307, 310
type 3, 308–9, 309

mathematical models, 147–8, 149, 149
metapopulations, 183–5
microparasite infection, 365–71

epidemics, 354
parasite impact on host populations,

371–8, 372
parasite transmission, 358
parasitoid–host interactions see

parasitoid–host interactions
predation, 297–325
predator–prey interactions see

predator–prey interactions
prey populations, 274–6
rare species, 204
small populations, 203, 207–9

conservation activities, 187
see also abundance

population growth
competition models, 146, 146–9, 148

fluctuations, 147–8, 149, 149
logistic equation, 150–1, 151
time lags incorporation, 147–8

density-dependent, 141–2
exponential, 146, 146, 151
food availability relationship, 422, 422

fundamental net per capita rate (R), 106,
146

human populations, 186, 186
intrinsic rate of natural increase (r), 107
r/K selection, 124

population projection matrices, 108–10,
109, 419

population size
estimation, 410
modular organisms, 92
persistence time (T) relationship, 213,

213
see also abundance

population viability analysis (PVA), 209–17
biogeographical data, 210, 209–11
decision analysis, 211, 211–12
limitations, 217
simulation modeling, 213–17, 214, 215,

215, 216
subjective expert assessment, 211–12

potassium, 86, 527, 528, 530
species richness effects, 608

potential evapotranspiration (PET), 606
species richness influence, 606, 607

prairies, 23
precipitation, 542

abundance determinant, 428, 428
acid rain, 546
mineral nutrient wetfall, 528
primary productivity relationship, 507–8,

508
annual variations, 524, 523–4

rainout component, 528
species richness influence, 606–7
washout component, 528

predation, 225, 264, 266–96, 565
community structure influence, 550,

566–71, 575, 576
definition, 266
physical defenses, 83
population dynamics, 297–325
prey population effects, 274–6
ratio-dependent, 304
reciprocal, 238–9, 239
species richness influence, 603, 605

predation risk, 310, 311, 317–18, 319, 322
density-dependence, 294, 311
foraging, patch use, 291–2
parasite burden relationship, 363

predator-mediated coexistence, 568, 569
predator–prey interactions, 226

aggregative responses, 311–12, 315
apparent competition (for enemy-free

space), 244–8, 245, 247, 260

continuous-time models, 314–15
coupled oscillations, 297, 298, 299, 324

field experiments, 303
one-generation cycles, 302, 303
practical demonstration, 302–3
time-delayed ‘numerical responses’,

299–300, 301
crowding effects, 303–7, 306
delayed density-dependence, 299–301,

301
dispersal model, 315–16, 316
environmental heterogeneity effects, 311,

312, 316–20, 317
frequency-dependent selection, 7
functional responses, 307–11

type 1, 306, 307
type 2, 307–8, 307, 311
type 3, 308–11, 309

harvest management, 459–60, 460
Lotka–Volterra model, 298–9, 300, 304–7
metapopulations, 315–16, 317, 317–18,

319–20
mutual interference, 304, 305, 307
population dynamics, 297

modeling approaches, 297
multiple equilibria, 321–4, 323
stabilizing effects of self-limitation, 305

ratio-dependent predation, 304
selfish herd principle, 168
species that are both predators and prey,

303
predators, 79, 266

aggregated distribution, 287, 288, 293,
295

behavioral determinants, 287–8
biological control agents, 423, 422–4
classification, 266
diet width, 278–9
effects of consumption, 276–8
food chain length, 595, 597–8
food webs, 583, 584

indirect effects, 579, 579
keystone species, 584
trophic cascades, 580–1, 582

handling time, 279, 307, 308, 309
ideal free distribution, 293–5
interference competition, 293, 294
island biogeography, 620
learning, 295
necrotrophic parasites, 352
optimal foraging theory, 283
patchy food distribution, 287, 288
prey switching, 308, 309, 570, 571
satiation, 276, 277, 278
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search time, 307–8, 309
see also predator–prey interactions

prey, 266
Allee effect, 310, 311
apparent competition (for enemy-free

space), 244–8, 245, 246, 247, 605
consumer preferences, 279

switching, 281–2, 308, 309, 570, 571
consumer ‘search image’, 281
food web indirect effects, 579, 579
limits to similarity, 605
population effects of predation, 274–6,

275
competition reduction, 274–5

predation risk see predation risk
see also predator–prey interactions

primary productivity, 500–5
autochthonous/allochthonous, 500, 502
biomass relationship, 504–5, 505, 505,

506, 506
carbon cycling, 525
gross, 500
latitudinal trends, 501, 501, 501

growing season duration, 509–10, 510
limiting factors

aquatic communities, 512–15
terrestrial communities, 505–11

net, 500
global levels, 500, 500

seasonal/annual trends, 501–2, 502
secondary productivity relationship,

516–17, 517
solar radiation relationship, 501
see also photosynthesis

proctodeal trophallaxis, 338
production efficiency (PE), 519, 520
productivity, 499

assessment methods, 499
food webs, 595–7, 596
net ecosystem, 500
primary see primary productivity
secondary, 500, 516

primary production relationship,
516–17, 517

species richness, 603, 605–9, 627, 629,
629, 630, 631

tropical rainforest, 24
propanil, 442
protected areas, 647, 647

complementarity, 649–50, 650
economic perspective, 654
irreplaceability, 649, 650
multipurpose design, 651–2, 651, 652
prioritization, 649

protists, temperature-dependent
growth/development, 33, 34

protozoans
cellulases, 338
detritivores, 330, 331, 332
digestive mutualism, 338

ruminants, 392
termites, 393
vertebrates, 391

interspecific competition, 229–30, 237
microbivores, 329
microparasites, 349
persisitent infections, 366, 367

pseudo-interference, 312–13, 314
pyrethroids, 441
pyrethrum, 441

Q10, 33
quadrat, 94–5

R (fundamental net reproductive rate), 106,
196

competition models, 146, 146–9
determination from population

projection matrices, 109, 109
population growth, 106, 146
see also lambda (λ)

R0 (basic reproductive rate), 99, 105–10
microparasite population dynamics, 365

r (intrinsic rate of natural increase), 107, 151
r selection, 123–5, 126, 130–1, 589, 590
r species, 180

decomposers, 327
succession, 486

rabies, 376–8
radiation see solar radiation
rainfall see precipitation
ramets, 92

integration, 93–4
random distribution (dispersion), 166, 166,

167
random fraction model, 472
range, climate change impact, 218

nature reserve location, 222
rank–abundance diagrams, 472–3, 473, 474
rare species, 204

extinction risk, 204
population dynamics, 204

rattan harvesting, 458
Raunkiaer’s life form spectra, 24–5, 26
reciprocal transplant experiments, 5, 7
reclamation of land, 187

phytoremediation, 188
see also habitat restoration

recruitment
curves, 140, 140
habitat patches, 489

red grouse population cycles, 424, 429–31,
431

refection, 393
refuges, 310, 312, 317–18, 319, 321
regular distribution (dispersion), 166, 166, 167
remote-sensing techniques, 499
remoteness, 618, 619
replacement series experiments, 405, 404–5
reproduction, 10, 89, 92, 95, 97, 110–11

age-specific, 99, 104, 105, 105
basic rate see R0

continous breeding, 97
fundamental net rate see R
life history option sets, 117
seasonal activity, 97
theory of natural selection, 3, 4
see also fecundity

reproductive allocation (reproductive effort),
111, 111, 116, 119, 120, 121–2

offspring size/numbers, 121–2
r/K selection, 124

reproductive cost (CR), 115, 115, 117
habitat classification, 118, 118–19
optimal clutch size, 123

reproductive isolation, 10
reproductive output (Fx), 99
reproductive value, 111–12, 112, 113, 115
reptiles

extinctions, 205
fossil record of taxon richness, 626

resilience, 586, 590, 593, 593
resistance, 586, 589
resistant adults, 171
resource-depletion zones (RDZ), 62, 132

nitrates, 76
plant root water uptake, 74, 75
soil mineral resources, 75, 78

resource-ratio hypothesis, 485, 485, 486
resource-utilization curves, 257, 257
resource-weighted density, 136, 137
resources, 58–88

allocation
phenotypic plasticity, 125–6
self-thinning, 161

antagonistic, 87
classification, 86–8
competition, 132

asymmetric, 152–3, 154
complementary, 87
consumer relationships, 336
essential, 86–7

••••

EIPD03  10/24/05  2:22 PM  Page 733



734 SUBJECT INDEX

resources (Cont’d)
growth isoclines, 86, 87
inhibition, 87
limitation, 414, 414
niche differentiation, 259
niche dimensions, 87–8
niche theory, 187–93
range, 603
species richness influence, 605
substitutable, 86, 87

respiration, 59, 63
aquatic environments, 78
autotrophic, 500
carbon cycle, 547, 548
compensation point, 63, 71
ecosystem, 500
heterotrophic, 500

respiratory systems, 78
response surface analysis, 249–50, 250
restoration ecology, 187–90

succession management, 637–9
rhizobia

legume mutualisms, 402–3, 403, 404
interspecific competition, 404–5

nitrogen fixation, 402, 645
root nodules, 402, 403

rhizomes, 92, 104, 171
rhizosphere, 327
rice paddy field restoration, 637, 638
river blindness, 349, 446, 446
rivers

ecosystem health assessment, 646, 647
habitat restoration, 188–90, 189

discharge levels, 189–90
flushing discharges, 189, 190
migratory fish species, 197

human activity-related invaders, 190, 190
hydrological cycle, 542
water flow hazards, 50

rocky shore
disturbance events, 479
food chains, 595
gap formation/species richness, 490–1, 492
grazing effects on community structure,

566
macroalgal beds, 522
mussel bed patch dynamics, 492–3, 493,

494
predator effects, 568, 575
succession, 479
see also intertidal areas

rodents
desert, 607
foraging behavior, 287

gut mutualistic microbiota, 391
pesticides resistance, 446
plague virulence, 352
pollinators, 389, 389
seed predation, 272

root nodules, 402, 403, 528
roots, 92

competition, 153, 154, 233–4, 234
fungal associations see mycorrhizas
mineral nutrient foraging, 75–6, 78
nutrient uptake, 527, 528
oxygen requirements, 78
system architecture, 75, 76, 77, 78
water uptake, 73–5, 76

rosettes, 92
rotifer community cluster

analysis/canonical correspondence
analysis, 476, 477

rumen, external/internal, 338
ruminants

digestive system, 82–3, 391, 392
methane production, 53

rusts, 350

saline lakes, 536
salinity, 30, 31, 40, 48–50, 49

harsh environments, 611
pelagic ecosystem effects, 580, 580

salmon migration, 170
salmonids

interspecific competition, 227, 228, 238
invasions in streams/lakes, 641, 640–2

salt marshes, 49
restoration, 638–9, 639

salt pans, 24, 48
sampling effect, 629
sampling methods, 95
sand dunes, primary succession, 479,

480–2, 481
saprotrophs, 79, 80, 326, 351
savannas, 23, 23, 68, 487

net primary productivity, 501
scale, 26
scavenging vertebrates, 342–3
schistosomiasis (bilharzia), 349, 370
search

area-restricted, 287–8
feeding-rate threshold, 288
giving-up time, 288

search image, 281
search time, 283, 284, 307–8, 309, 570
seasonality

iteroparous breeding, 97
migration, 170–1

movements, 168–9
ocean nutrient fluxes, 539, 541
pollen availability, 390
primary productivity, 501–2, 502, 503
solar radiation, 59, 61
species richness effects, 612
temperature variation, 41

secondary productivity, 500, 516
primary production relationship, 516–17,

517
sediments, bacterial decomposers, 327–8
seed banks, 101–2, 182, 272, 486
seed-caching, 273
seed dispersal, 176, 178, 489

fruit herbivory, 272–3
mutualisms, 164–5, 387–9, 388
seed-caching/scatter-hoarding, 273
seed rain, 163–4, 165

seed predation, 272, 274, 485, 520, 570, 584,
606–7

satiation (mast years), 276–7, 277
seed scatter-hoarding, 273
seeds, 67, 79, 110

competition–colonization trade-off, 484
dimorphism, 175
dormancy, 102, 171, 172
physical defenses, 83
size, 116
size/number trade-off, 116, 116
succession mechanisms, 484, 485

self-thinning, 156–61, 159
animal populations, 161
dynamic thinning lines, 156–8, 158
geometric basis, 159–60, 160
–3/2 power law, 157, 158, 159, 160, 161
resource-allocation basis, 161
species/population boundary lines, 158–9

selfish herd principle, 168
semelparity, 96, 97, 111, 124

age-related disperal, 176
ephemeral species, 102
evolution, 121–2, 122

semiochemicals, 441
senescence, 89, 95

modular organisms, 92–3, 93
serial endosymbiosis theory, 407–8, 408
serotiny, 173
sessile organisms

adaptation to environmental change, 5
competition, 137
interference, 133
larval disperal, 176
life tables, 103
self-thinning, 161
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sewage disposal, 528, 536, 537, 644
phosphorus dispersal, 544, 545

sex-biased dispersal, 176
sexually transmitted disease, 358, 369, 370,

389
shading, 62, 140, 153
Shannon’s diversity index, 471
shells, 83, 86
shivering, 35
shoot competition, 233–4, 234
shredder detritivores, 332, 332, 333, 334,

335
sickle-cell anemia, 7
silicate, 230–1, 538, 538, 541

cycling, 328
interspecific competition, 263, 265

Simpson’s diversity index, 264, 265, 471
skewed distributions, 153

asymmetric competition, 152, 152, 153,
153

sleeping sickness, 349
slug herbivory, 271–2
small populations

effective population size (Ne), 206, 207
environmental factors, 208
inbreeding depression, 206, 207
loss of genetic variation, 205, 207
population dynamics, 203, 207–9
random demographic variations, 207
subpopulation extinctions, 208, 209, 209

smuts, 349
snail herbivory, defensive responses, 268,

269
snowshoe hare–lynx population cycles, 298,

303, 426, 426, 427, 431–3, 432
social parasitism, 350, 385
soda lakes, 48
soil

carbon : nitrogen ratios, 337
community heterogeneity, 478, 478
detritivores, 331
field capacity, 74, 75
fungal decomposers (‘sugar fungi’), 327
mineral resources, 75, 78, 78
nitrogen availability, 336
organic matter decomposition, 336, 337
pH, 47, 47
primary productivity relationship

nutrients, 505, 507, 510
texture/water availability, 509, 509, 511

species richness, 628
water status, 74, 74

solar radiation, 58–69
absorption, 58, 59

attenuation in aquatic environments, 60,
61, 62

competition, 153, 154
germination stimulation following

dormancy, 172
hydrological cycle, 542
niche differentiation, 554
photosynthesis, 59

efficiency, 507, 507
wavebands, 59

primary productivity relationship, 501
aquatic, 512, 512, 514, 514–15
terrestrial, 505, 507, 510–11

reflection (R), 58, 60
resource-depletion zone (RDZ), 62
shading effects, 62, 140, 153
species/population boundary lines,

158–9
transmission, 58
variation in intensity/quality, 59, 61

spatial distribution see distribution
(dispersion)

spatial scale, 167
specialist predator hypothesis, 425, 434,

435–6, 436
specialists, 79, 84, 85, 196, 279, 571

decomposers, 329
detritivores, 327
optimal foraging theory, 283, 284, 285

specialization, 4
parasite–host specificity, 351
within species, 5

speciation, 9–13
allopatric, 10
ecological, 10, 10
historical factors, 13–20
island populations, 11, 13
pre-/post-zygotic mechanisms, 10
sympatric, 10

species, 9
biological (biospecies), 9, 11
boundary lines, 158–9
definition, 9
diversity see species richness
interactions, 27, 225–6
intraspecific variation, 5

species–area relationships, 613, 613–15, 616,
617

islands versus mainland areas, 615–16,
617

species protection plans, 646
species richness, 25, 602–32

aggregated distributions, 243
altitude gradients, 623, 623–4, 624

benzoin gardens management, 635, 636
biotic factors, 603
climatic variation, 612, 612
community characterization, 470–1, 

471
competition effects, 605

resource competition, 264, 265
decomposition effects, 627, 628
depth gradients, 624, 625
ecosystem functioning, 473, 627–30

complementarity, 629, 630
facilitation, 629

environmental harshness, 611, 611
evolutional time effects, 612–13
food web connectance relationships, 588,

590, 590–1
fossil record, 626, 626–7
gap colonization, 495
geographical factors, 603
global estimates, 203
grazing effects, 566, 566–8, 567, 568, 

569
habitat area relationship, 613–15, 616,

617
habitat diversity effects, 615–16, 616
hot spots, 18, 602
intermediate disturbance hypothesis,

490–1, 491
island biogeography, 613–21
latitudinal gradients, 622, 622–3
local (α diversity), 604–5
models, 603–4, 604
niche breadth, 603
nutrient flux effects, 627, 628
predation response, 568, 569–71, 571,

573–4, 605
productivity relationship, 605–9, 627,

629, 629, 630, 631
regional (γ richness), 604–5
resource range effects, 603, 605–9
sampling effects, 629–30
saturated versus unsaturated

communities, 604–5, 605
spatial heterogeneity effects, 609–11
species turnover, 618–20, 620
successional gradients, 625, 625–6
temporally varying factors, 611–13
tropical forest, 18, 18, 24
tropics, 612

species turnover, 618–20, 620
spines, 83, 268, 270
Spirillaceae, nitrogen fixation, 402
sponges, chemical defenses, 274, 274
spores, 327, 328, 357, 489
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stabilizing effects
aggregative behavior, 312–13
environmental (patch) heterogeneity,

312, 313, 314, 315, 316–18, 317, 319,
320

stable populations, 305, 411, 412
type 3 functional responses, 309–10, 310

standing crop
definition, 499
primary productivity relationship, 504–5,

505
steppes, 23
stochastic fade-out, 370, 371
stock assessment, 460–2
stolons, 92
stomata

high temperature adaptations, 39
opening, 507

crassulacean acid metabolism pathway,
71

photosynthesis, 67, 68–9
water loss, 67, 68, 75

streams
community structure, microparasite

influences, 571–2, 572
disturbance events, 50

frequency, 491–2, 492
high discharge, 18

energy flow, 521
nutrient budgets, 533–4

input to terrestrial communities,
528

runoff from terrestrial communities,
526, 530

nutrient spiraling, 534, 534
productivity, 502, 503

limiting factors, 512, 512, 516
salmonid invasions, 641, 640–2

suberin, 328
subpopulations see metapopulations
substituted amide herbicides, 442
substituted ureas, 442
substitutive experiments, 248–9, 249
subtidal community succession, 483, 484
succession, 479, 527, 550

abandoned old fields, 482, 482, 487
agroecosystems management, 634–5
animals’ role, 486–7
biological mechanisms, 483–9
climax, 488–9, 637
coastal sand dunes, 479, 480–2
competition–colonization trade-off,

483–4, 485, 486, 493
conservation management, 639

decomposers, 328
leaf litter decomposition, 328–9, 329

definition, 479
facilitation, 484
grass nitrogen utilization, 260–1, 262
interactions with enemies, 485
Markov chain models, 483, 484
microcosm experiments, 497, 497
mosaic concept, 489
niche mechanisms, 483–4
nitrogen-fixing plants, 406
patch dynamics, 489–90
primary, 479–80
primary productivity : biomass

relationship (NPP : B ratios), 505
r/K selection, 486, 493
resource-ratio hypothesis, 485, 485, 486
restoration management, 637–9
secondary, 479–80
species replacement probabilities, 482–3,

483
species richness gradients, 625, 625–6
species richness influence, 603
vital attributes, 485–6, 487
volcanic lava flows, 479, 480, 480

succulents, 71
sulfate-reducing bacteria, 328
sulfur, 528, 530

atmospheric, 526
sulfur cycle, 543, 546

human activities perturbation, 544
sulfur dioxide pollution, 50, 51
sunspot activity, 432
surface area : volume ratios, 128
Surtsey, colonization, 617–18, 619
survival, 3, 4
survivorship, 106, 107

curves, 97, 100, 100, 104
classification, 100–1, 101
logarithmic scales, 100

parasitism effects, 361–5, 362
sustainability, 439–40, 446, 653–7

economic perspective, 653–4
role of indigenous people, 655
social perspective, 655

switching food preferences, 281, 281–2, 285,
308, 309, 570, 571

symbiosis, 381–409
definition, 381

sympatric populations, 250, 251
character displacement, 251–3, 252, 253, 254
realized niche, 251

sympatric speciation, 10
synchrony, 168, 168, 171, 172

taiga (northern coniferous forest), 22, 23
Takens’ theorem, 150
tannins, 83, 84
Temephos, 446, 446
temperate forest, 22–3, 23

biome, 470, 470
decomposers, 331
postglacial period distribution, 17–18

temperate grassland, 23
temperature, 30, 31, 32–41

body size dependence (temperature–size
rule), 33–4, 34

coral reef bleaching, 395, 396
day-degree concept, 33
development effects, 33–4, 34, 41
germination stimulation following

dormancy, 172
growth effects, 33–4, 34
high, 39–41
low, 36–9
metabolism effects, 33
primary productivity relationship

oceans, 514, 514–15
terrestrial environments, 505–6,

507–9, 508, 511
relative humidity interaction, 46–7
spatial variation, 41
species distribution correlations, 41,

44–7, 45
temporal variation, 41
‘universal’ dependence relationships,

33–4
see also global climate change

temporal density-dependence, 313, 315
temporal niche differentiation, 259
temporary ponds, 241
termites

fungus farms, 338, 385
gut mutualistic microbiota, 338, 393, 

393
nitrogen fixation, 402

terrestrial biomes, 20–4, 22
terrestrial environments

carbon sinks, 548
interspecific competition, 551
nutrient budgets, 527–33

inputs, 527–8, 529
outputs, 530

parasite-mediated coexistence, 572
photosynthetic efficiency, 507, 507
primary productivity, 500, 501

biomass relationship, 504
growing season duration, 509–10, 510
limiting factors, 505–11
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mineral resources, 510
soil texture, 509, 509, 511
solar radiation, 505, 507, 507, 510–11
water/temperature interrelationships,

507–9, 508, 511
productivity assessment methods, 499
vertebrate population stability, 414

territorality, 133, 154, 155–6, 156, 176, 430
coral reef fishes, 495

thermal vents see hydrothermal vents
thermoneutral zone, 35, 36
thermophilic prokaryotes, 40
therophytes, 25
thiocarbamates, 442
tidal rhythms, 49–50, 168–9
time-lag equation, 424
time series analysis, 424–7, 425

density-dependent/-independent factors,
428–9

fishery harvest management, 461, 462
toxaphene, 441
trace elements, 75
trade-offs

age at maturity, 121
cost of reproduction, 115, 115
experimental manipulations, 113–14
genetic comparisons, 113
life histories, 112–15, 114, 115, 116
number/fitness of offspring, 116, 116
option sets, 117
succession mechanisms, 483–4

transfer, 163
transfer efficiencies, 519–20, 520, 520, 595

assimilation efficiency (AE), 519, 520
consumption efficiency (CE), 519, 519
production efficiency (PE), 519, 520

transient polymorphism, 6–7
transmission coefficient, 358, 365
transmission threshold, 365
transpiration, 58–9, 73, 75, 507, 542, 543

see also evapotranspiration; potential
evapotranspiration (PET)

trees
ant mutualisms, 385
breeding seasons, 102
community structure, 487
deciduous, 68, 509
distribution determinants, 474, 475
ectomycorrhizas, 397
evergreen, 68, 509
growth forms, 166
habitats, 381
K selection, 124, 125
mast years, 276, 277

modular organization, 92
niche differentiation, 553, 556
nitrogen-fixing actinorhiza, 404
primary productivity, 504, 505, 506, 506,

509
ring-barking, 271
seasonally dry tropical forest, 68, 68
seed longevity, 172–3
senescence, 93
species richness, 622

altitude gradients, 624
benzoin gardens management, 635, 636
determinants, 606, 606

triazines, 442
trichomes, 83, 268, 270
trifluralin, 442
triterpene glycosides, 274
trophic cascades, 580, 580, 581, 584, 641

community-/species-level, 583
four-level systems, 581–3, 582

trophic levels, 516, 517–18, 518, 593–5
ecosystem productivity, 630
energy transfer, 499

efficiency, 520, 520, 595
tropical forest, 18, 23, 24

decomposers, 331
economic aspects, 654, 655
gaps colonization, 493
net primary productivity, 501
postglacial period changes, 18
seasonally dry, 68
species distribution, 18, 18
species richness, 24

tropical grassland see savannas
tropical species richness, 612, 622–3
tuberculosis, 347
tundra, 21–2, 23, 555–6, 558

decomposers, 331

underexploitation, 450
unitary organisms, 89–92
urbanization, 186

vaccination
measles, 370
rabies control, 377–8

variation
genetic, 3, 4

polymorphisms, 6
geographical (ecotypes), 5
intraspecific, 5
manmade selection pressures, 8–9

vectors
host contact rate, 358

infections, 349, 369, 640
parasites, 348, 357

vegetation
carbon dioxide uptake, 54
community structure, 487
distribution patterns, 474, 475
evapotranspiration, 75
hydrological cycle, 543
life form spectra, 25
microclimate variation, 41
postglacial period changes, 17–18
solar radiation exposure, 59, 60
succession

abandoned old fields, 482, 482
coastal sand dunes, 479, 480–2, 481
competition–colonization trade-off,

483–4, 485
vital attributes, 485–6, 487
volcanic lava flows, 480, 480

tundra, 21
veldt, 23
vertebrates

grazing, 271
herbivore gut structure, 82
immune response, 353, 353, 354, 354, 355

viruses
immune response, 353, 366
microparasites, 349
plant defenses, 353

vital attributes, 485–6
volcanic activity, 526, 546
volcanic lava, primary succession, 479, 480,

480
vole population cycles, 309–11
VORTEX, 213
vulnerable species, 203

Wallance, Alfred Russell, 3, 4
wasps

fig–fig wasp mutualism, 390, 390–1
gall-forming, 354, 355

water, 73–5
conservation

crassulacean acid metabolism, 71
seasonally dry tropical forest, 68, 68
stomatal conductance, 68–9

germination stimulation following
dormancy, 172

loss
leaves to atmosphere, 75
species distribution, 47
temperature effects, 39, 46

metabolic, 73
photosynthesis, 58, 67–9
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water (Cont’d)
plant root uptake, 73–5, 76

saline conditions, 48
primary productivity relationship, 505,

507–9, 508, 511
soil texture effects, 509, 509
species richness influence, 606
see also hydrological cycle

waves, 50
weather

abundance determinant, 414, 428–9
see also climate

weathering, 536, 538, 544, 546, 547
nutrient mobilization, 527

wetfall, 528, 529, 546
wetlands, 654, 655
White, Gilbert, 411
whooping cough (pertussis), 367, 367
wind, 50

passive dispersal, 163–4, 165

wood, 92
decomposition, 335, 335

fungal farming mutualisms, 386–7
termite gut microbiota digestion, 393

yeasts, fruit decomposition, 339
yield

density-dependent growth, 141–2, 143,
144, 156–7

self-thinning, 156–7, 160
yucca–yucca moth mutualism, 390
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Lotka–Volterra model, 299, 300
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intraspecific competition
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ratio-dependent predation, 304–5

predator–prey models, 321, 322
type 3 functional response, 309, 310
vertical, 312

zinc, 528
contamination, 188

zonation
intertidal areas, 49, 49–50

barnacle competition, 228, 229
niche differentiation, 259, 259

zoonotic infection, 352
zooplankton

algal–protozoan mutualisms, 395
eutrophication biomanipulation, 643, 643
lakes

nutrient cycling, 534
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seasonal succession, 612
secondary productivity, 516, 517
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zygote, 89, 92, 95

••

EIPD03  10/24/05  2:22 PM  Page 738



Plate 1.1 Arctic tundra, Greenland. (Courtesy of J. A. Vickery.)
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Plate 1.3 Temperate forest: (a) mixed woodland in the fall, North Carolina, USA (© The Image Bank/Arthur Mayerson) and 
(b) late summer in Beechwood, Harburn, Scotland (© Ecoscene/Wilkinson).

(a) (b)

Plate 1.2 Coniferous forest: (a) aerial view of conifer forest, Alberta, Canada (© Planet Earth Pictures/Martin King) and 
(b) a pine forest in the fall, Sweden (© Planet Earth Pictures/Jan Tove Johansson).

(a) (b)
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Plate 1.5 Desert: (a) summertime and (b) spring flowers in Namaqualand, western South Africa. (© Planet Earth Pictures/
J. MacKinnon.)

(a) (b)

Plate 1.4 Savanna. (a) Huge herds of wildebeest and common zebra seen from Naabi Hill,
Serengeti, Tanzania. (b) Grassland savanna with scattered trees. Common zebra and wildebeest 
in the western corridor of the Serengeti, Tanzania. (© Images of Africa/David Keith Jones.)
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Plate 1.6 Rainforest. (a, b) Impenetrable forest in southwest Uganda. (© Images of Africa/David
Keith Jones.)

(a)

(b)
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Plate 2.1 Maps of examples of El Niño (November 1997) and La Niña (February 1999) events 
in terms of sea height above average levels. Warmer seas are higher; for example, a sea height
15–20 cm below average equates to a temperature anomaly of approximately 2–3°C. (Image from
http://topex-www.jpl.nasa.gov/science/images/el-nino-la-nina.jpg.) (See Figure 2.11. Courtesy of
NASA JPL-Caltech)
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Plate 2.2 Typical winter conditions when the NAO index is positive or negative. Conditions that
are more than usually warm (red), cold (blue), dry (orange) or wet (turquoise) are indicated. (Image
from http://www.ldeo.columbia.edu/NAO/.) (See Figure 2.11.)

(d)(i)

(d)(ii)
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(a)

(b)

(c)
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Plate 4.1 Modular plants (on the left) and animals (on the right), showing the underlying parallels in the various ways they may be
constructed. (previous page) (a) Modular organisms that fall to pieces as they grow: duckweed (Lemna sp.) and Hydra sp. (b) Freely branching
organisms in which the modules are displayed as individuals on ‘stalks’: a vegetative shoot of a higher plant (Lonicera japonica) with leaves
(feeding modules) and a flowering shoot, and a hydroid colony (Obelia) bearing both feeding and reproductive modules. (c) Stoloniferous
organisms in which colonies spread laterally and remain joined by ‘stolons’ or rhizomes: a single plant of strawberry (Fragaria) spreading 
by means of stolons, and a colony of the hydroid Tubularia crocea. (above)  (d) Tightly packed colonies of modules: a tussock of the spotted
saxifrage (Saxifraga bronchialis), and a segment of the hard coral Turbinaria reniformis. (e) Modules accumulated on a long persistent, largely 
dead support: an oak tree (Quercus robur) in which the support is mainly the dead woody tissues derived from previous modules, and a
gorgonian coral in which the support is mainly heavily calcified tissues from earlier modules.

((a) left, © Visuals Unlimited/John D. Cunningham; right, © Visuals Unlimited/Larry Stepanowicz; (b) left, © Visuals Unlimited; 
right, © Visuals Unlimited/Larry Stepanowicz; (c) left, © Visuals Unlimited/Science VU; right, © Visuals Unlimited/John D. Cunningham; 
(d) left, © Visuals Unlimited/Gerald and Buff Corsi; right, © Visuals Unlimited/Dave B. Fleetham; (e) left, © Visuals Unlimited/Silwood Park;
right, © Visuals Unlimited/Daniel W. Gotshall.)

(d)

(e)
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